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TECHNICAL PROGRAMME CHAIR'S INTRODUCTION

M.A.BRAMER
University ofPortsmouth, UK

This volume comprises the refereed technical papers presented at AI-2005, the
Twenty-fifth SGAI International Conference on Innovative Techniques and
Applications of Artificial Intelligence, held in Cambridge in December 2005. The
conference was organised by SGAI, the British Computer Society Specialist Group on
Artificial Intelligence.

The papers in this volume present new and innovative developments in the field,
divided into sections on Information Learning, Integration and Management, AI and
the World Wide Web, Networks and Biologically Motivated AI, Multi-Agent
Systems, Case-Based Reasoning, Knowledge Discovery in Data and Reasoning and
Decision Making.

This year's prize for the best refereed technical paper was won by a paper entitled
Reusing JessTab Rules in Protege by David Corsar and Derek Sleeman (University of
Aberdeen, UK). SGAI gratefully acknowledges the long-term sponsorship ofHewlett
Packard Laboratories (Bristol) for this prize, which goes back to the 1980s.

This is the twenty-second volume in the Research and Development series. The
Application Stream papers are published as a companion volume under the title
Applications and Innovations in Intelligent Systems XIII.

On behalf of the conference organising committee I should like to thank all those who
contributed to the organisation of this year's technical programme, in particular the
programme committee members, the executive programme committee and our
administrator Collette Jackson.

Max Bramer
Technical Programme Chair, AI-2005
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Computational Intelligence for Bioinformatics:
The Knowledge Engineering Approach

Prof. Nikola Kasabov
Knowledge Engineering and Discovery Research Institute, KEDRI

Auckland University of Technology, Auckland, New Zealand
nkasabov@aut.ac.nz, www.kedri.info

Abstract - This presentation introduces challenging problems in Bioinformatics (BI)
and then applies methods of Computational Intelligence (CI) to offer possible
solutions. The main focus of the talk is on how CI can facilitate discoveries from
biological data and the extraction of new knowledge.

Methods of evolving knowledge-based neural networks, hybrid neuro-evolutionary
systems, kernel methods, local and personalized modeling techniques, characterized
by adaptive learning, rule extraction and evolutionary optimization [1], are
emphasized among the other traditional CI methods [2].

CI solutions to BI problems such as: DNA sequence analysis, microarray gene
expression analysis and profiling, RNAi classification, protein structure prediction,
gene regulatory network discovery, medical prognostic systems, modeling gene
neuronal relationship, and others are presented and illustrated.

Fundamental issues in CI such as: dimensionality reduction and feature extraction,
model creation and model validation, model adaptation, model optimization,
knowledge extraction, inductive versus transductive reasoning, global versus local
models, and others are addressed and illustrated on the above BI problems. A
comparative analysis of different CI methods applied to the same problems is
presented in an attempt to identify generic and specific applicability of the CI
methods. A comprehensive environment NeuCom (www.theneucorn.com) is used to
illustrate the CI methods.

Computational neurogenetic modeling [3,4] is introduced as a future direction for
the creation of new, biologically plausible CI methods for BI and Neuroinformatics
applications. These models can help discover patterns of dynamic interaction of genes
and neuronal functions and diseases.

Keywords: Computational Intelligence, Adaptive knowledge-based neural networks,
Evolving connectionist systems, Bionformatics, Neuroinformatics, Personalised
modeling, Computational neurogenetic modeling.
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[1] N.Kasabov, Evolving Connectionist Systems: Methods and Applications in
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engineering, MIT Press, 1996 (www.mitpress.edu)
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Reusing JessTab Rules in Protege

D Corsar, D Sleeman
Computing Science Department, University of Aberdeen

Aberdeen, UK
{dcorsar.sleeman}~csd.abdn .ac.uk

Abstract

Protege provides a complete ontology and knowledge base management
tool. Along with JESS, JessTab provides one method of rule based reason
ing over a Protege ontology and knowledge base . However once JessTab
rules have been created for a knowledge base, they are explicitly tied to
it as they name particular classes and slots, which greatly hinders their
reuse with further knowledge bases. We have developed a two phase
process and a supporting tool to support the reuse of JessTab rule sets.
The first phase involves changing the class and slot references in the rule
set into an abstract reference ; the second phase involves automatically
mapping between the abstract rules and further knowledge bases. Once
mappings have been defined and applied for all the classes and slots in the
abstract rules, the new rule set can then be run against the new knowledge
base . We have satisfactorily tested our tool with several ontologies and
associated rule sets; moreover, some of these tests have identified possible
future improvements to the tool.

1 Introduction

Ontologies have become one of the most widely used forms of domain knowledge
capture. When used effectively they provide us with an explicit definition and
a common understanding of a domain and the properties, relationships and
behaviours of its components that can be communicated between people and
machines.

RDF and RDFS [14], DAML+OIL and OWL [1] are representational for
malisms for describing ontologies. Other languages provide mechanisms for
querying these representations, for example RDQL [21] . Similarly, languages
such as SWRL [9] and the various RuleML projects [25] allow one to formally
specify rules for reasoning with the content of an ontology. While these for
malisms provide a way to capture queries, an inference engine is still required
to run them. One rule engine currently growing in popularity is JESS, the Java
Expert System Shell; for examples of two recent projects involving JESS see [8]
and [12].

JESS was originally developed by the Sandia National Laboratories as a
Java implementation of the popular C Language Integrated Production System
(CLIPS) [3] , although it has since evolved into a powerful Java rule engine and
scripting language in its own right [7] . The rise in JESS's use may be in part

7
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due to the useful JessTab [5] plugin for the widely used Protege! [24] ontology
editor which allows developers to run JESS rules against an ontology created
and populated in Protege.

1.1 Ontology Tied Rules

As with CLIPS, JESS requires explicit definitions of the data types that will
be used in the form of templates. Conveniently, there is a mapping command
in JessTab which automatically produces these templates based on the classes
and slots of a Protege ontology. Along with the templates, JESS requires a set
of facts (which are instantiations of the templates) to reason over. Again, help
fully the mapping command automatically creates facts from the corresponding
instances which are defined as part of a Protege project. When writing JessTab
rules, the developer refers to these templates and facts as if they had been cre
ated as part of the main JessTab program. In doing this, the rules are explicitly
tied to the ontology as they are required to name particular classes and slots.

Having the rules tied to a particular ontology in this way is unavoidable,
but it greatly hinders reusing a set of JessTab rules developed for one ontology
with additional ontologies/knowledge bases . This is because reuse of a set of
rules requires one to carry out a manual mapping between the class and slot
names in the JessTab rules and those in the second (and subsequent) ontolo
gies/knowledge bases. Further, this would be a tedious and very error prone
process.

For this reason, we have developed a plugin for Protege, which supports
the developer with this task. Given a set of JessTab rules (JessTab rules differ
slightly from standard JESS rules as they need to link to the Protege ontology)
and a further ontology, our tool attempts to automatically map concept names
featured in the rules to concept names in the "new" ontology. To achieve this,
we make use of techniques used in the ontology mapping, merging and alignment
sub-fields, namely partial and exact string comparisons and synonym look-up
in a lexical database (WordNet [6]). We also provide facilities for the user to
define mappings manually.

In section 2 we discuss some current ontology mapping and merging tools; in
section 3 we outline two scenarios where our tool could be used; in section 4 we
briefly outline our tool's functionality; in section 5 we describe experiments we
have performed and report some results. In section 6 we discuss some modifica
tions inspired by our experiments which should improve our tool's performance
and section 7 concludes this report with a summary of our findings.

2 Related Work

As mentioned above, we make use of techniques originally developed in the
ontology mapping, merging and alignment fields. There have been various ap
proaches to these tasks including use of specially designed algebras [17], use of

Iprotege-2000 and its successors up to the latest version, Protege 3.1
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lexical analysis of the concept names in the two ontologies, as well as having
the user manually define mappings with the aid of a specially designed user
interface. Below we focus on the latter two approaches.

A popular web-based ontology management tool with the facility to assist
with merging is Stanford KSL's Chimaera [15]. Chimaera provides limited sup
port with ontology mapping, by allowing multiple ontologies to be loaded, au
tomatically examining their concept names and providing the user with a list
of similarly named concepts. The principal mapping approach used here is the
detection of common substrings. This approach is very effective for pairs of con
cepts that have related names, but clearly is ineffective when the same concepts
are expressed using synonyms, for example "person" and "individual."

Another Stanford product, PROMPT [19] provides a suit of ontology man
agement tools, in the form of a further Protege plugin. One of these tools,
iPROMPT [18], was developed as an interactive ontology-merging tool, which
assists the user by providing suggestions for merging, analyzing any resulting
conflicts and suggesting relevant conflict resolution strategies. The latter two
functions are concerned only with a pre-determined list of conflicts , and are
triggered in response to the user selecting one of the suggested changes.

When determining its suggested mappings, iPROMPT makes use of two
factors: a measure of linguistic similarity between names, combined with the
internal structure of concepts and their location in the ontology. The linguistic
similarity measures of iPROMPT are based solely on substring matching of
the various concept names; it makes no use of a lexical database for matching
synonyms, and so consequently suffers similar problems to Chimaera.

One tool which uses lexical databases is ONION [16]. The ONION algo
rithm was designed to address the problem of resolving semantic heterogeneity
amongst ontologies. Mitra and Wiederhold implemented two methods of ad
dressing this task: one based, like ours, around a lexical database, while the
other uses domain specific corpora. Briefly ONION's algorithm evaluates two
expressions for similarity and assigns them a similarity value. When the two
terms being compared are not identical, ONION makes use of either a thesaurus
(WordNet) or a corpus in assigning the value. If the value is above a user set
threshold, then the mapping is accepted.

The results of Mitra and Wiederhold's experiments indicated that generally
the corpus based mapping approach produced more accurate mappings than
the thesaurus technique. However, the main difficulty with the corpus approach
is generating the corpus. In their experiments Mitra and Wiederhold used the
Google [10] search engine to find sources that were both relevant to the domain
of the ontologies and contained some of their key concepts. Various sized corpora
were used ranging from 50 to 1000 webpages. Although this approach provided
the more accurate results, the initial investment of time and effort necessary to
acquire such a corpus would no doubt be very large, making this an infeasible
approach for supporting the mappings between many domains.
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3 Example Scenarios

There are many scenarios where reuse of an existing set of rules could be ben
eficial. Practically any developer building a new application requiring a set of
similar or identical rules to those used in a previously developed application
could benefit from the use of our tool. By semi-automating the rule reuse pro
cess, the developer could benefit from, amongst other things, reduced design ,
implementation and testing costs .

Below we outline two examples where our tool has been used. The first
example involves building simulations of two seemingly disparate areas - shop
ping and water treatment, while the second emphasises the reuse of a problem
solving method (ruleset) in two distinct route planning applications.

3.1 Simulating Shopping and Water Treatment

Our first example involves the creation of two different simulations, which at
their core use similar procedures, meaning their development could be achieved
by using our approach. At a very abstract level, the day to day activity of a
retail store is

1. it receives stock from some supplier(s) ,
2. it stores this stock either in a store room or on the shelves,
3. customers buy items reducing the stock level,
4. it orders new stock,
5. return to step 1.

In this problem, the environment (the retail store) can be easily represented
by an ontology. Likewise the processes noted above can be simulated by a series
of JessTab rules coded to run against that ontology.

At a similarly abstract level, water treatment plants feature similar under-
lying processes

1. receives water from sources,
2. stores it in treatment tanks,
3. passes the results onto desired locations,
4. signals that it can process more water,
5. return to step 1.

Again, the environment (the water treatment plant) can easily be repre
sented by an ontology and the processes by JessTab rules . However, as the
underlying processes in water treatment are in essence very similar to those of
the store, our tool could be used to reconfigure the problem solver (the JessTab
rules) implemented for the store to provide similar functionality for the water
treatment plant.

Although it is unlikely that the second set of rules will provide all the detail
required for a complete simulation of a water treatment plant, it could form
the basis for such a simulation, and in so doing should reduce the development
costs.
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3.2 Route Planning

Our previous example illustrated reuse of the same set of rules in building sim
ulations in two different domains . Our second example is similar and illustrates
the reuse of a route planning problem solver with two distinct applications,
based on two different ontologies.

A highly researched field, route planning, has many applications ranging
from the classical vehicle route finding problem [4] , to various tasks in robotics
and artificial intelligence, to determining flow rates in IP networks [2].

Numerous algorithms have been developed over the years (for example A*,
Iterative Deepening A* (IDA*) [13], and Recursive Best First Search (RBFS))
to solve, what is essentially a search problem. A typical scenario involves finding
the best path from one location to another in an environment (usually repre
sented as a graph, in which the nodes represent states and the arcs represent
pathways) . The notion of "best path" can mean different things in different
applications, and so algorithms typically incorporate a suitably configured eval
uation metric when deciding which potential path to investigate first .

Although typically a graph is used, it is possible to represent the environment
as an ontology. Classes can represent locations with attributes containing details
of locations reachable from it (with classes representing pathways) . Given such
an ontology, a route planning algorithm could then be implemented as a series
of JessTab rules to perform planning based on the ontology.

For example a retail company could use an ontology to represent its ware
house, describing the items in it, and their locations relative to one another. A
JessTab rule base could be used to calculate the shortest route around the ware
house when collecting items to fulfil orders. The same set of rules could later
be reused with a second ontology representing a courier company's deliveries
and their locations. Our tool could help tailor the original planning algorithm
for use against the deliveries ontology to calculate the cheapest route for the
courier to take when delivering orders .

Although the above two examples are discussed at a highly abstract level
they serve to illustrate two separate uses for our tool. Both show how two tasks,
which may not necessary at first appear to be related, can make use of the same
underlying JessTab rules. Using our tool to achieve this reuse would simplify
the process for the developer and consequentially enable him to benefit from
reduced development and implementation costs for the second, and subsequent,
tasks.

4 The JessTab Rule Reuse Process

We have developed a reuse process composed of two distinct phases . The first
phase consists of two actions: the extraction of class names, slot names, and
slot types from the relevant ontology': and the generalisation of this informa-

2lf the relevant ontology is not available, the class and slot names could be extracted from
the rule set, however the slot data type information would be not be available.
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tion to produce a set of ontology independent rules. During the second phase
the independent rules are mapped to the new ontology to which they are to
be applied. Figure 1 shows a representation of these processes, including the
relations between the two phases. Below we discuss the two phases in more
detail.

Phase I

Rille
.-\b>Ua.:l......

Eng"",

I
'--_--.--_---.J '------,,,...-_--'. .. '---=_---'

Figure 1: Illustration of the JessTab rule reuse process

4.1 Phase 1 - Rule Abstraction

The rule abstraction phase is the first stage and is identified in Figure 1 by the
vertical stripe filled box in the upper left corner labelled "Phase 1." During this
phase a set of JessTab rules and the corresponding ontology are passed to the
Rule Abstraction Engine. Here the tool extracts from the ontology class names,
and in the case of slots, both their names and their types. The JessTab rules
are then rewritten replacing each class and slot name with a more general form .
This removes all the references to the original ontology, making the resulting
rule set more abstract and ontology-independent.

The abstract forms of both the class and slot names have a similar struc
ture. Abstracted class names consist of a predefined prefix concatenated with
the original class name. The default prefix is simply "XX_", so for example
every reference to the class name "Person" in the rules is replaced by the string
"XX_Person" . Slots are treated similarly; however their abstracted name con
sists of the prefix, concatenated with the slot name, concatenated with the slot



13

data type. For example an Integer slot with the name "age" is replaced by the
string "XX_age-lnteger", a slot of type String with the name "title" is replaced
by "XX_title_String."

There are several reasons for transforming the names in this manner: the
first is to ease the extraction of the ontological information from the rules in the
second (mapping) phase; the second is to provide slot data type information to
the mapping stage to enhance the automatically suggested mappings; also this
naming convention is more helpful to the user than cryptic abstract names (for
example "classl," "slotl," "slot2," etc.).

4.2 Phase 2 - Rule to Ontology Mapping

After successful completion of the rule abstraction phase, the independent rules
contain enough information to enable the Class Extraction component of Phase
2 to build a list of the classes (and their slots) . Combined with a second ontology
we have enough information to attempt to map the classes (and slots) extracted
from the rules to the new ontology. This phase is illustrated by the horizontal
stripe filled box in the lower right corner of Figure 1 labelled "Phase 2."

The basic mapping algorithm is:
1. Extract all the classes and their associated slot information from the ab

stract JessTab rules and store them in a list .
2. For each class extracted from the abstract JessTab rules

(a) Find the most suitable class in the new ontology to map to, and
suggest the individual (slot and class name) mappings.

3. Update the rules to reflect suggested mappings and allow the user to
complete and/or correct the mappings.

Clearly the key step is 2a - finding the most suitable mappings for the classes.
We derive our suitability ratings by applying some commonly used lexical anal
ysis techniques - namely string comparison, spell checking (provided by Jazzy
[26]) and synonym lookup in a lexical database (WordNet accessed via JWord
[11]) . For a mapping to be suggested the calculated similarity rating for two
names (either class names or slot names) must exceed a threshold set by the
user. Furthermore, slot mappings are only suggested for slots with the same
data type. This means that if a slot extracted from the abstract JessTab rules
has type String it will only be mapped to slots in the ontology of type String
and not, for example, to those of type Integer or Float. This is to ensure no data
type errors occur when the rules are run against the ontology. When searching
for potential mappings, our tool compares every slot of every extracted class,
along with the class name, with those in the ontology. If any two slots are
suitable for mapping they are given a classification based on how that mapping
was achieved (the classification mechanisms are discussed below). At this level
a mapping simply consists of a from string (the name from the abstract JessTab
rules), a to string (the name from the new ontology) and the mapping classifi
cation. Once this process has been performed for all the classes, the mappings
which have the highest values and which maintain a unique mapping between a
rule-class and an ontology-class, are recommended to the user as the most likely
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mapping for his configuration.
We define three distinct mappings operators; these are :

1. Direct mapping. Direct mappings consist of two strings that are identical,
or where one has been determined to be a minor variant of the other. A
typical example is the mapping from "XX_ageJnteger" to the Integer slot
with name "age" .

2. Constituent mapping. In constituent mappings, the constituents'' of each
string are extracted and compared. If the two strings share at least a (set
table) percentage of constituents then a constituent mapping is suggested.
An example is the mapping from "XX_date-of-birth.-String" to a slot of
type String named "birthDate" (where the threshold level is set at 60%).

3. WordNet mapping. In WordNet mappings the constituents of each string
are extracted, and WordNet is used to find synonyms of each constituent.
If the percentage of synonyms in the from string appearing in the con
stituents of the to string (and vice versa) is greater than the threshold
percentage, a WordNet mapping is suggested. A successful WordNet
mapping is from "XX_yearly-earningsJnteger" to a slot of type Integer
named "annual-remuneration" (where the threshold level is set at 60%),
as "yearly" maps to "annual" and "earnings" maps to "renumeration"
(and of course both slots are of type Integer so data type consistency is
maintained) .

In principle each mapping between an extracted class and a new ontology
class consists of direct, constituent and WordNet mappings. As noted earlier
each of the mappings will return a value, the largest value (providing it 's over a
threshold) is the one which is recommended to the user . In the case of a numer
ical tie, the algorithm selects the mapping by applying the following precedence
rule:

Direct Mappings> Constituent Mappings> WordNetMappings

Currently the tool supports mappings between each extracted class to a sin
gle class in the ontology. In a few cases this may result in some extracted
classes not having a mapping. To minimise this, after the mapping algorithm
has produced the list of mappings, a global optimisation algorithm is applied.
This algorithm analyses the suggested mappings to determine if choosing a sub
optimal mapping for one class would result in more classes being mapped. If
this is the case, then this alternative mapping configuration is suggested to the
user.

Suppose we have a situation where we have 3 classes in the abstracted rules,
let's call them RC I , RC2 , and RC3 and further suppose the new ontology has
3 classes, let's call them ACI , AC2 , and AC3 . Then suppose the best new
mappings between the abstract rules and the actual classes are as shown in
Figure 2.

If we optimise the local mappings we will have:

3The constituents of a string are the words that make up that string. We use the symbols
'- ' , ' _' and (in mixed case strings) upper case letter to denote the start of new words. For
example the string date-oJ-birth has constituents date, 0/ and birth.
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RCJO~ACJ

RCz ~ACZ

Figure 2: Sample mappings illustrating the need for the enhanced mapping
algorithm.

RC I I-> ACI (1.0); RC3 I-> AC3 (1.0); and no mapping for RC2 and AC2 .

This mapping set is unacceptable as some of the classes are unmapped.
However, our enhanced algorithm would suggest the following mappings:

RC I I-> AC2 (0.75); RC2 I-> ACI (0.8); RC3 I-> AC3 (1.0).
In this mapping set all the classes are mapped, and if we use a simple evalu

ation, we would have a higher mapping score: 2 in the first case and 2.55 in the
second. (It is appreciated that a more sophisticated mapping function is likely
to be used.)

5 Results

To evaluate the performance of our tool, we conducted a series of experiments
designed to test first the rule abstraction process and second the mapping capa
bilities. Each test involved the development of an initial JessTab rule set, which
was based around an initial ontology. This ontology was either created by our
selves, or downloaded from the Stanford KSL OKBC server (accessed via the
Protege OBKB Tab plugin[22]) . Once each set of rules had been developed to
a satisfactory level, we built further ontologies with which to test the mapping
functionality.

Tables 14 and 2 provide a selection of the results from our tests with the
Document ontology from the Stanford KSL OKBC server's Ontolingua section.
Table 1 gives results for the mappings of selected class names and Table 2 gives
the results for the slot mappings. The columns of Table 1 detail the concept
name (in the Document ontology), the abstract name it was given after Phase
1, and details of the mappings produced in tests with two separate applications,
detailing the concept it was mapped to and the mapping operator selected. The
columns of Table 2 are identical with the additional column stating the slot
type.

These results offer a good illustration of the type of support the user can
expect from our tool. The "Document" concept in Table 1 demonstrates nicely
the direct mapping: in Application A the name is identical, in Application B the

4The spelling mistakes in Table 1 are intentionally left as they illustrate the minor variant
checking feature of direct mappings.
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Name Abstract Name Mapped In to

Application A Application B

Name Mapping Name Mapping
Operator Operator

Document XX..Document Document Direct Docment Direct

Book XX-Book Book Direct Volume WordNet

Thesis XX.Thesis Thesis Direct Dissertation WordNet

Masters-Thesis XX..Masters- ThesisMasters Constituent Masters- WordNet
Thesis Dissertation

Doctoral- XX..Doctoral- DoctoralThesis Constituent Dissertation- WordNet
Thesis Thesis Doctoral

Miscellaneous- XX..Miscellaneous- AssortedPub- WordNet Miscellaneous- WordNet
Publication Publication lishing Publishings

Artwork XX..Artwork Art WordNet Artistry Manual

Technical- XX_Technical- TechnicalMnual Direct Manual- Constituent
Manual Manual Technical

Computer- XX_Computer- ComuterPro- Direct Computer- WordNet
Program Program gram Programme

Cartographic- XX_Cartographic- Cartographical- WordNet Cartographical- WordNet
Map Map Correspondence Mapping

Table 1: Results for mapping the classes of the Document ontology"

Name Data Abstract Name Mapped In to
Type

Application A Application B

Name Mapping Name Mapping
Operator Operator

Has-Author String XX.Has- Author Direct HasWriter WordNet
Author.Strmg

Has-Editor String XX.Has- HasEditor Direct Editor-Or Manual
Editor.Strtng

Title-Or String xx.nu-. Title Constituent TitleOr Direct
Of.String

Publication- String XX.Publication- IssueDate WordNet Date-Or- Constituent
Date-Or Date-Of.String Publication

Publisher- String XX.Publisher- Publication- Manual PubllsheeOf Direct
or Of.String House

Table 2: Results for mapping the slots of the Document ontology
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minor spelling error in "Docment" is picked up by our tool and has no adverse
effect on the suggested mapping. Both tables exhibit examples of constituent
mappings, while the WordNet mappings also feature prominently both with
one-word name examples ("Book" to "Volume" ) and multi-word concept names
("Cartographic-Map" and "Car tographicalCorrespondan ce" ).

6 Discussion

Overall we were very pleased with the outcome of these experiments. However,
they do suggest that some modifications to the tool , particularly the mapping
phase, could be beneficial. One significarit change would be to allow the user
to specify how deep the tool searches WordNet for synonyms. This is best de
scribed by means of an illustration. Take the "Artwork" concept in Table 1
line 7. In Application B the user was required to manually map this concept
to "Artist ry." When suggesting a mapping, the tool looked up synonyms of
artwork in WordNet, which returned "artwork," "art ," "graphics" and "nontex
tual matter." Had the tool searched another level (i.e. looked up synonyms of
art, graphics and so on) , it would have found "artistry" is a synonym of "art"
and suggested a mapping. However, performing deeper searching like this could
dramatically increase the time taken by the automatic mapper, and so the user
would have to decide how deep to search.

A second significant change involves relaxing the slot data type matching
constraint. Currently, suggested slot mappings are only made between slots
of the same type (to avoid run time errors) . However many slot types are
compatible with each other; for example, an Integer can also be considered a
Float (but not , of course, the reverse). Relaxing this constraint would increase
t he number of slots considered during the automatic mapping but would still
ensure no run time data incompatibility errors.

One relatively minor modification which might improve the accuracy of
the automatic mapping, particularly when searching for constituent mappings,
would be the removal of surplus words from concept names. Words such as
"has," "is," and "of" often feature in concept names to help the user understand
their purpose. However they have relatively little meaning for the mapping al
gorithm, but can often dramatically affect the similarity rating of two concept
names. Consider the two concepts "Has-Author" and "Writer-Of" both used to
indicate the author of a document. Currently our system would assign them a
similarity rating of .50 (which , depending on the threshold level may mean a
mapping is not suggested), but by removing "Has" and "Of" we increase this
to 1.0 guaranteeing a mapping is suggested.



18

7 Summary

The experiments performed have provided favourable results, although there
are some enhancements which could be made . However, by automating part of
the reuse process, our tool can be of considerable use to a developer wishing to
reuse a set of JessTab rules with further ontologies. In fact , we claim to have
gone some way to implementing the vision, developed by John Park and Mark
Musen [20] of creating ad-hoc knowledge-base systems from existing problem
solving methods (here JessTab rule sets) and knowledge bases (here Protege
OKBC/OWL ontologies) .
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Abstract

We present a system for visual robotic docking using an
omnidirectional camera coupled with the actor critic reinforcement
learning algorithm. The system enables a PeopleBot robot to locate
and approach a table so that it can pick an object from it using the
pan-tilt camera mounted on the robot. We use a staged approach to
solve this problem as there are distinct sub tasks and different
sensors used. Starting with random wandering of the robot until the
table is located via a landmark, and then a network trained via
reinforcement allows the robot to turn to and approach the table.
Once at the table the robot is to pick the object from it. We argue that
our approach has a lot of potential allowing the learning of robot
control for navigation removing the need for internal maps of the
environment. This is achieved by allowing the robot to learn
couplings between motor actions and the position ofa landmark.

1 Introduction
Navigation is one of the most complex tasks currently under development in
mobile robotics. There are several different components to navigation and many
different sensors that can be used to complete the task, from range finding sensors
to graphical information from a camera. The main function of robot navigation is
to enable a robot to move around its environment, whether that is following a
calculated or predefined path to reach a specific location or just random wandering
around the environment. Some of the components involved in robotic navigation
are (i) localisation, (ii) path planning and (iii) obstacle avoidance. For an overview
of localisation and map-based navigation see [1 & 2]. When discussing robot
navigation, simultaneous localisation and map building should be included (see [3,
4 & 5] for some examples).

There has been a lot of research and systems developed for robot navigation using
range finding sensors (sonar, laser range finders etc) [6, 7 & 8] but there has been
less research into visual robotic navigation. There are recent developments in the
field of visual navigation mainly concentrating on omnidirectional vision (see [9,
10 & 11] for examples).

Many of the navigation systems implemented for robot navigation still use hard
coding which causes a problem with the lack of adaptability of the system.
However, some systems have included learning (see [12 & 13] for examples). A
common training method used for the learning systems are various forms of
reinforcement learning, [14] provides a good overview. These learning algorithms
overcome the problem of supervised learning algorithms as input output pairs are
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not required for each stage of training. The only thing that is required is the
assignment of the reward which can be a problem for complex systems as
discussed in [15]. However, for systems where there is just one goal this does not
pose a problem as the reward will be administered only when the agent reaches the
goal.

The focus on this paper is to extend the system developed in [16] where
reinforcement learning is used to allow a PeopleBot to dock to and pick an object
(an orange) from a table. In this system neural vision is used to locate the object in
the image, then using trained motor actions (via the actor critic learning algorithm
[17]) the aim is to get the object to the bottom centre of the image resulting in the
object being between the grippers of the robot.

There are some limitations to the system which need to be overcome to improve its
usefulness. For example, the docking can only work if the object is in sight from
the beginning which results in the system being confined to a very small area. Also
the system fails if the object is lost from the image. Finally, the angle of the robot
with respect to the table is inferred from the odometry, which makes it necessary to
start at a given angle. None of these are desirable and it is the aim of this work to
address some ofthe limitations and extend the range that the robot can dock from.

The system proposed in this paper will make use of an omnidirectional camera to
locate and approach a table in an office environment. The use of an
omnidirectional camera allows the robot to continuously search the surrounding
environment for the table rather than just ahead of the robot. Here the extended
system will use the omnidirectional camera to locate the table via a landmark
placed beneath it. Once located the robot is to tum and approach the table using a
network trained by reinforcement.

The remainder of the paper is structured as follows; Section 2 discusses the task,
the overall control of the system and what triggers the shifts between the different
phases. The first phase uses an omnidirectional camera to detect any obstacles and
take the necessary action to avoid them and is discussed in Section 2.1. The second
phase uses the omnidirectional camera to locate the position of the landmark in
relation to the robot, which it then passes to a neural network to produce the
required motor action on the robot and is discussed in Section 2.2. The final phase
uses a neural system with the pan tilt camera mounted on the robot to allow the
robot to dock with the object on the table and pick it up; this is discussed in Section
2.3. Section 3 covers the algorithm used for the table approaching phase of the
extended scenario. The experimentation of the extended scenario is then described
in section 4. Finally, Sections 5 and 6 cover the discussion and summary
respectively.

2 The Scenario
The overall scenario is illustrated in Figure 1. It starts with the robot being placed
in the environment at a random position away from the table. The robot is then to
wander around the environment until it locates the table (Phase I). This phase uses
conventional image processing to detect and avoid any obstacles. Once the table is
located via a landmark placed beneath it the robot is to tum and approach the table
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Figure 1 - Scenario

(Phase II). Then once at the table the robot is to pick the object from the table
(Phase III), this system is discussed in [16]. Both Phase II & III use neural
networks trained with the Actor Critic learning algorithm.

The first two phases of the system use an omnidirectional camera illustrated in
Figure 2 and the final phase uses the pan tilt camera mounted on the robot.

Conical Mirror

,...~t---_ Camera

Figure 2 - (Left) PeopleBot Robot with mounted omnidirectional camera, (Right) Close up
of the Omnidirectional Camera
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To enable the integration of the three phases an overall control function was
needed to execute the relevant phases of the system depending on the
environmental conditions. Figure 3 shows the control algorithm.

While the robot is not at the table
Take a picture (omnidirectional)
Check if the landmark is in sight
If the landmark is not in sight

Wander
Else the landmark is in sight

Pass control to the actor critic and get exit status
If exited because landmark is lost

Go back to Wandering
Else exited because robot is at the table

Pass control to the object docking
End if

End if
End While

Figure 3 - System Algorithm

When the robot is not at the table , or the landmark is not in sight, the robot checks
for the landmark at each iteration through the system. The landmark that the robot
looks for is produced by a board of red LED's which is located directly beneath the
table as illustrated in Figure 4.

While the robot has not located the landmark the random wandering system is
executed. If the landmark has been located then control is passed to the table
approaching behaviour which runs to completion. There are two possible outcomes
for the table approaching which are; (i) Lost sight of the landmark and (ii) Reached
the table . If the landmark has been lost then the robot starts to search for it again,
otherwise it has reached the table and control is passed to the object docking which
completes the task .

Figure 4 - Setup of the Environment: The landmark is used to identify the position of the
table
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2.1 Phase I - The Random Wandering

This behaviour allows the robot to move around the environment while avoiding
obstacles. The system uses an omnidirectional camera (Figure 2 right) to get a view
of the environment surrounding the robot. From this image the robot is able to
detect obstacles and produce the required motor action to avoid them. To perform
this detection the behaviour uses classical image processing to remove the
background from the image and leave only perceived obstacles, as seen in Figure
5. Here the original image taken by the omnidirectional camera is in the left of the
figure, with different stages of the image processing shown in the centre and right.

Figure 5 - Obstacle Detection

The centre image is the intermediate stage where just the background of the image
has been removed; this is achieved by colour segmentation of the most common
colour from the image. To fmd the most common colour in the image a histogram
is produced for the RGB values of each pixel. Then the value with the largest
density is found and any colour within the range of +/- 25 of the most common
colour is removed. This removes the carpet from the image (assuming that the
carpet is present in the majority of the image) which leaves the obstacles and some
noise. Also at this stage the range of the obstacle detection is set removing any
noise from the periphery of the image. Then the noise is removed by image erosion
followed by dilation . The erosion strips pixels away from the edges of all objects
left in the image. This removes the noise but it also reduces the size of any
obstacles present. To combat this once the erosion has been performed, dilation is
performed to restore the obstacles to their original size, the shape of the obstacles
are slightly distorted by this process . However, the obstacles left in the final image
are still suitable to produce the required motor action to avoid them. The last stage
of the image processing is to use edge detection to leave only the outlines of the
obstacles (Figure 5 right).

The robot always tries to move straight ahead unless an obstacle is detected in the
robot's path. When this happens the robot turns the minimum safe amount allowed
to avoid the obstacles. In the example provided in Figure 5, the robot cannot move
straight ahead so the robot would tum to the left until it can avoid the obstacle on
the right of the image. As the image is a mirrored image of the environment the
objects which appear on one side of the image are physically to the other side of
the robot. Once the robot has turned the required amount it would start to move
straight and the obstacle detection would then be performed again.

2.2 Phase II - The Table Approaching Behaviour

This phase of the system allows the robot to approach the table (landmark) once
detected. This has two exit statuses which are (i) the robot lost sight of the
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landmark or (ii) the robot has reached the table. If the robot looses sight of the
table it goes back to the wandering phase until it locates the landmark again. This
can happen if the landmark moves behind one of the supporting pillars of the
conical mirror. If the robot reaches the table, control will be passed to the final
stage of the system which is to dock to and pick up the object.

To allow the robot to move to the table a network was trained using the Actor
Critic reinforcement learning rule [17]. The state space was the image with the goal
set to where the landmark is perceived to be in front of the robot. The motor action
that the network performs is to rotate the robot to the left or to the right depending
on where the landmark is perceived in relation to the robot. The input to the
network is the x y coordinates of the closest point of the perceived landmark. Once
the landmark appears to be ahead of the robot, the robot then moves forward,
checking that the landmark is still ahead of it. Once the landmark is ahead of the
robot and less than the threshold distance of 1 meter the robot then moves directly
forward until the table sensors located on the robot's base are broken. When this
happens the robot is at the table and control is given to Phase III.

The robot only looks for the landmark in the range that the robot can detect directly
ahead (as the webcam produces a rectangular image, more can be seen to the sides
of the robot. The range is set to the maximum distance the image can detect ahead
of the robot; this is roughly 2m). If the landmark is detected outside this range
when the robot turned it would lose sight of the landmark, therefore anything
outside this region is ignored. If the landmark appears in the right side of the
detectable range then the robot should rotate to the left as the image is mirrored, if
it appears in the left the robot should rotate to the right and if it is straight ahead of
the robot then it should move forward.

Figure 6 - Landmark Detection

To detect the landmark classical image processing is once again employed to detect
the landmark as shown in Figure 6. The original image is in the left of Figure 6
with the landmark highlighted and the detected landmark is highlighted in the right
of Figure 6. The first stage to the image processing is to perform colour
segmentation where it segments any colour that is the designated colour of the
landmark. Once this process is complete edge detection is used to leave just the
edges of the remaining objects. Then it is assumed that the largest object left in the
image is the landmark. The last stage of the image processing is to locate the
closest point of the landmark to the robot. This point is then fed into the network to
produce the required action by the robot.
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2.3 Phase III - Docking

This phase allows the robot to dock to and pick an orange from the table. The
functionality of the system is described in [16]. However, there is a problem with
this system for the integration into the extended scenario; the odometry of the robot
is set to 0 and the robot must start parallel to the table to allow the robot to dock to
the orange. With the table approaching system it cannot be guaranteed that the
robot will be parallel to the table and hence the robot will not know the relationship
between the odometry and the angle of the table.

Before this system is integrated it is required that the angle of the table to the robot
is calculated. To solve this it is planned to use image processing to detect and
calculate the angel of the table in relation to the robot. Once the robot reaches the
table a picture will be taken using the conventional pan tilt camera mounted on the
robot. The edge of the table will then be detected using colour thresholding and
edge detection.

Figure 7 - Edge Detection of the Table

The thresholding will be performed in the same way as in Phase I with the most
common colour being removed. It is assumed that the most common colour will
either be (i) the colour of the table itself or (ii) the colour of the carpet beneath the
table. In both cases the edge between the removed colour and the remaining colour
will be the edge of the table. Using edge detection the coordinates of the two end
points of this line can be found and from this the angle of the table calculated and
used with the odometry to get the robot to dock to the orange.

Figure 7 demonstrates this image processing using the artificial image (a), here the
white is thought to be the most common colour so will be removed and the
remaining components of the image are changed to white (b). The next stage is to
perform the edge detection (c). With this done the angle can be calculated (d) and
used to alter the odometry of the robot. This is to remove the constraint that the
robot must arrive parallel to the table.
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3 Actor Critic Algorithm
The developed network is an extension of the actor critic model used in [17]. Here
the system has been adapted to work with continuous real-world environments. We
have used this algorithm in two phases of the scenario : first, the approach to the
table (Phase II), and then to perform the docking at the object. In Phase II, the
input to the network is the position in the omnidirectional image where the
landmark appears as opposed to the location of the agent in the environment. In
Phase III, the input is the perceived location of the object of interest from the
standard robot camera.

For the architecture of the network developed for Phase II, it was decided that there
would be two input neurons ; one for the x and y coordinates respectively, 50
hidden units to cover the state space of the image and two output neurons one for
each of the actions to be performed and one neuron for the critic . The architecture
is illustrated in Figure 8. The hidden area covers only the detectable region of the
image with each neuron covering roughly 40mm2 of actual space . This results from
the fact that the detectable range of the environment is roughly a radius of 2m from
the robot. All units are fully connected to the hidden layer. Initially the critics'
weights are set to 0 and are updated by Equation 4. The Actor weights (Motor
Action units) are initialised randomly in the range of 0 - 1 and are updated via
Equation 7. Finally, the weights connecting the input units to the network (High
level vision) are set to 1 and these weights are not updated.

S.tt~Randomly
~ initialised

~
High Level

Vision (Input)

Figure 8 - Architecture of the Network. The nodes are fully connected, the input for the x, y
coordinates are normalised into the range 0-50 and the output of the network generates the

motor action to rotate the robot

Equation 1 describes the firing rate of the "place cells" (here the term place cell is
used loosely as they encode a perceived position of a landmark in the image) to be
calculated. The firing rate is defmed as:

(1)
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where p is the perceived position of the landmark, s, is the location in the image
where neuron i has maximal firing rate and C1 is the radius of the Gaussian of the
firing rates covering the image space of each neuron . This was set to 0.75 during
the experiments. The firing rate C of the Critic is calculated using Equation 2 and
has only one output neuron as seen in Figure 8. The firing rate of the critic is thus a
weighted sum of all of the firing rates of the place cells.

c(p)=Lw;1;(p)
i

(2)

To enable training of the weights of the critic some method is needed to calculate
the error generated by the possible moves to be made by the robot. This is made
possible by Equation 3 and the derivation of this equation can be found in [17].

15, =R, +}C(PI+I)-C(p,) (3)

However as R, only equals 1 when the robot is at the goal location and C(Pt+d is 0
when this occurs and vice versa they are never included in the calculation at the
same time. 'Y is the constant discounting factor and was set to 0.7 for the
experiments. With the predicted error, the weights of the critic are updated
proportionally to the product of the firing rate of the active place cell and the error
(Equation 4).

(4)

This concludes the equations that were used for the place cells and the critic,
finally there are the equations used for the actor . There were two output neurons
used in this experiment, one to make the robot rotate to the left and the other to
make the robot rotate to the right. The activation of these neurons is achieved by
taking the weighted sum of the activations of the surrounding place cell to the
current location as illustrated in Equation 5.

aip) =LZji/;(P)
i

(5)

A probability is used to judge the direction that the robot should move in, this is
illustrated in Equation 6. Here the probability that the robot will move in one
direction is equal to the firing rate of that actor neuron divided by the sum of the
firing rate of all the actor neurons . To enable random exploration when the system
is training, a random number is generated between 0 and 1. Then the probability of
each neuron is incrementally summed; when the result crosses the generated value
that action is executed. As the system is trained the likelihood that the action
chosen is not the trained action decreases. This is because as the network is trained
the probability that the trained action will occur will approach 1.

exp(2aj ) (6)

lj =L exp(2a
k

)

k
Ultimately, the actor weights are trained using Equation 7 in a modified form of
Hebbian learning where the weight is updated if the action is chosen and not
updated if the action is not performed. This is achieved by setting gj{t) to 1 if the
action is chosen or to 0 if the action is not performed. With this form of training
both the actor and the critics weights can be bootstrapped and trained together.

(7)
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4 Experimentation and Results
To train and test the network separate training and test data sets were produced.
The training set contained 1000 randomly generated samples and the test set
contained 500 randomly generated samples. These samples were stored in separate
vectors and contained the following information (i) the normalised x coordinate of
the landmark, (ii) the normalised y coordinate of the landmark. (iii) the angle of the
landmark in relation to the robot and (iv) the distance of the landmark from the
robot. During training each sample was fed into the network and it ran until the
goal was achieved. Therefore, after each epoch there would be 1000 successful
samples and the testing data was fed into the network without any training taking
place.

The trained weights of the critic are shown in Figure 9 (d), which took 50 epochs
to get the training to the level shown. It would have been impractical to train the
network on the robot due to the time it would require, so a simple simulator was
employed which used the training set to perform the action recommended by the
network (this used the same data that would be generated from the image
processing). This was achieved by calculating the next perceived position of the
landmark. This greatly reduced the time needed to train the network, for the 50
epochs it took roughly 5 hours to train (including the testing after each epoch) on a
Linux computer with a 2GHz processor and I Gigabyte of ram. Figure 9 also
shows the untrained weights (a), the weights after the presentation of I training
sample (b) and the weights after the presentation of 500 training samples (c). Here
it can be seen that the weights spread from the goal location around the network
during the training. There is a 'V' section of the weights that remain untrained, this
relates to the goal location (see Figure 8) so no training is needed in this section of
the network as the required state is reached.
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Figure 9 - Strength ofCritic Weights During Training. (a) untrained weights, (b) weights

after presentation of 1 sample, (c) weights after presentation of 500 samples and (d) weights
after 50 epochs of training
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Figure 10 - Training Stats (Top) average number of steps required to reach the goal location
during the testing of the network. (Bottom) percentage of correct moves made during the

testing of the network .

Figure 10 shows the statistics gathered during the training of the network. After
each epoch of training the network is tested both with the training data and the
testing data. Here the samples are presented to the network and data gathered
about (i) number of steps needed to reach the goal and (ii) the percentage of correct
moves made by the network at each step. During this testing of the network
training was prohibited and the relevant statistics gathered. This was done three
times with all results being similar. Figure 10 (top) shows the average number of
moves needed after each epoch for the goal to be reached. An average is taken for
both the test and training set so the test value is averaged over the 500 test samples
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and the training over the 1000 training samples. Initially, with no training, it takes
on average approximately 650 steps for the agent to reach the goal location. This
rapidly decreases and settles to about 10 steps after roughly 30 epochs, the number
of steps required for the testing and training sets are very similar and the
performance is as good on the testing set as the training set.

Figure 10 (bottom) illustrates the percentage of correct moves made at each step
during the testing of the network. As expected initially, as the agent moves
randomly the number of correct moves is roughly 50%, as there are two actions to
be performed. This steadily rises during training, however, this doesn't stabilise
after 30 epochs like the number of moves does. The performance keeps improving
although the rate of improvement does decrease after approximately 60 epochs. In
addition, the testing set doesn't perform as well as the training set does during the
testing; this doesn't affect the average number of moves required to reach the goal.

5 Discussion
The developed system has been successful in allowing the robot to approach the
table from random places in the environment. Once the orange docking is linked,
the scenario will be complete. Reinforcement learning has been successfully used
in two of the phases of this application. This illustrates that reinforcement learning
is a viable option for use in robot navigation tasks.

This poses quite an interesting question; humans can easily see distinctive
differences in tasks; would we be able to train a computer to do a similar thing?
Instead of the programmer splitting the state space, could the computer
automatically partition the state space? This has been approached in [18 & 19]. In
these papers different techniques are adopted to partition the state space. Simple
portioning of the state space would not have been a viable option in our approach
as one network would be needed for the entire system. However, this would result
in a large state space covering in our application the visual inputs of the
omnidirectional camera as well as the pan-tilt camera. Therefore we have
addressed this "curse of dimensionality" problem by segmenting the task into
phases resulting in two smaller manageable state spaces.

Investigation could be made into improvements in the network to enhance the
percentage of correct moves made. Some possibilities could include increasing the
number of samples in the training set to increase the coverage of the training,
allowing more starting locations to be trained. Another possibility could be to
adjust the training algorithm to allow a smoother degrade in the strength of the
critics weights. As the agent move away from the goal location there are large
decreases in the strength of the weights to the extent that when the landmark
appears behind the agent the critic's weights are very weak so the agent may still
be moving randomly in this section. A smoother decrease in the critic's weights
would allow this section of the network to have stronger weight connections and
thus improve the performance of the network. There is one method that could be
used to improve the network instantly which would be to switch from exploration
of the environment to exploitation. Here the actor unit would be chosen which
would give maximum reward. This however could lead to suboptimal solutions if
used too early in training.

An alternative to the developed system could be to pan and tilt the camera that is
supplied with the robot to find the target from a large distance and perform the
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whole action based on this visual information, So instead of keeping the camera in
a fixed position the camera could be moved to locate the table and object. This
requires a coordinate transform to allow the calculation of the angle to the object
given the odometry of the robot, the perceived position of the orange on the camera
image and the pan of the camera. This is also an approach which we are currently
pursuing [20] While such an approach enhances the range of an action strategy that
relies on a single state space, there will remain situations in which a multi-step
strategy has to be employed , such as if the target object is not visible from the
starting point. Without the object visible, again one strategy is needed to get the
robot close to the table and another for the docking to the object.

6 Summary
This paper has discussed the navigation system developed to allow the robot to
firstly locate and dock to a table via a landmark. This greatly extended the range of
docking of the system developed in [16]. Both systems (the original docking and
the extended navigation) used the actor critic reinforcement technique to train the
networks they used to achieve their goals . The extended navigation system trained
its own network to allow the robot to move to the table, which has been
demonstrated to work effectively. Once at the table the docking phase is able to
complete the task. The navigat ion system developed has shown that reinforcement
learning can successfully be applied to a real world robot navigation task. This
system shows great potential for the development of a more advanced navigation
system.
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Abstract

The standard learning method for finite mixture models is the
Expectation-Maximization (EM) algorithm, which performs
hill-climbing from an initial solution to obtain the local
maximum likelihood solution. However, given that the
solution space is large and multimodal, EM is prone to
produce inconsistent and sub-optimal solutions over multiple
runs.

This paper presents a novel global greedy learning method
called the Greedy Elimination Method (GEM) to alleviate
these problems. GEM is simple to implement in any finite
mixture model, yet effective to enhance the global optimality
and the consistency of the solutions. It is also very efficient as
its complexity grows only linearly with the number of data
patterns. GEM is demonstrated on clustering synthetic
datasets using the mixture of Gaussian model, and on
clustering the shrinking spiral data set using the mixture of
Factor Analyzers.

1 Introduction

Finite mixtures are flexible statistical modelling methods, useful for a wide range of
applications including clustering and feature selection [I, 2]. The standard method
for learning mixture models is the Expectation-Maximization (EM) algorithm [3],
which performs hill-climbing from a given initial condition (usually randomized) to
a local maximum likelihood (ML) estimate.

However, despite its simplicity, the standard EM algorithm suffers two well
known problems: first, the estimates are only locally optimal; and second, their
qualities are sensitive to the initial conditions. To alleviate these problems, methods
based on greedy learning [4-6], simulated annealing [7], and stochastic simulation
(e.g. Markov Chain Monte Carlo [8] and Genetic Algorithms [9]) have been
proposed. The later two methods are intrinsically computationally intensive and
may not be feasible for large datasets such as microarray data. Previously proposed
greedy EM methods proceed in an incremental or growing manner, i.e. they start
with one component, and then add new components one-by-one until the mixture
model contains the desired number of components. This type of greedy methods,
which we call the Greedy Incremental (Glnc) Methods, is intrinsically inefficient
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because its complexity grows exponentially with the number of data points.
Moreover, it often involves complex heuristics that are cumbersome to implement.

This paper presents a novel global greedy learning method called the Greedy
Elimination Method (GEM). In contrast to the GInc methods, GEM proceeds
decrementally, starting with many components and then eliminating them one-by
one. We show that GEM is a very practical global EM learning method: it is very
effective in enhancing the global optimality and the consistency of the solutions, yet
it is very simple and robust to implement in any finite mixture model. Moreover, it
is efficient for large datasets as its complexity grows linearly with the number of
data patterns. We perform comparative analysis between the standard EM, multi
start EM [1], GInc and GEM on learning the mixture of Gaussians (MG) model for
clustering synthetic data. To demonstrate that GEM is versatile even for different
finite mixture models, we apply GEM on learning the Mixture of Factor Analyzers
(MFA) model [iO] for clustering the shrinking spiral data, in which GEM
consistently outperforms the multi-start EM.

2 Methods

2.1 EM Learning of Finite Mixture Models

A finite mixture model is a probabilistic-weighted sum of k components :
k

p(yI9) = LamP(yI9m) (1)
m=1

where ye 9td is an observed d-vector, am is the mixing probability and 9m is the

set of parameters characterizing the mth component for m=[l ,...,k] . Being
probabilistic, the mixing probabilities must sum up to 1. The most common finite
mixture model is the MGs model for clustering, where each component
9m == {JIm' C m} defines a separate Gaussian distribution NO with mean JIm and

covariance Cm

-d121 ,-"2 [1 T -I ]p(yI9 m)==N(Y;Jlm,Cm)=(2Jr) c; exp -'2(Y-Jlm) Cm(Y-Jlm) (2)

Given a collection of n observed patterns Y = (y(1) ,...,y(n)}, the complete data

log-likelihood of the finite mixture model is given by
n n k

L =10gp(Y 19) =logIIp(y(i) 19) =LlogLamP(y(i) 19m )

;=1 ;=1 m=1

The standard method for learning the finite mixture models is the EM algorithm.
Starting from some initial conditions, EM converges to a maximum likelihood
solution via iterating between the E-step and M-step, which computes the
conditional expectation of the complete log-likelihood given the current estimate

O(t) (commonly known as the Q-function), and updates the parameters to maximize

the conditional expectation, respectively. However, since the initial parameters are
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usually randomly adopted from the training data, the EM estimates are only locally
optimal and their qualities are sensitive to the initial conditions .

2.2 Greedy Elimination Method (GEM) for Finite Mixture
Models

GEM was first proposed in [II] where it was successfully applied to the K-means
algorithm. In this paper, we extend it to the EM learning of finite mixture models .
GEM is a pruning algorithm that proceeds in a decremental manner - i.e . starting
with many components , and then eliminating them one-by-one until the mixture
model contains the desired number of components . This difference is illustrated in
Fig. I with a clustering example using MG.
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Fig. I An illustration of the difference between GInc and GEMin clustering a set of 2-D
data into 4 clusters using the mixture of Gaussians model. k denotes the number of
clusters. (Top row, left to right) GInc proceeds incrementally from I to 4 clusters.
(Bottom row,left to right) GEM proceeds decrementally from 8 downto 4 clusters.

GEM is implemented as follows. To describe the changing number of components
in a mixture model over the greedy learning process, we use k, k srart and kdesired to
notate the current number, the starting number, and the desired number of
components in the model, respectively. First, we choose an enlargement factor a>1
that determines the starting number of components kSIIJn=O'kdesired, and then train an
initial model with ksrart components using the standard EM. Based on limited trials,
we find that the optimal a value is very much problem-dependent, yet a=2 appears
to give very cost-effective solutions under general situations . Then, one-by-one,
GEM (i) removes the component without which the model yields the highest lower
bound log likelihood (defined later), and then (ii) EM-optimizes the reduced model.
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The greedy elimination process continues until kdesired components remain in the
model. Let 9_j represent the model with the jth component removed. The lower-

bound log likelihood of 9 _j ' denoted by log PL8 (Y 19_j )' is computed using the

likelihood and the mixing coefficients of the original model as in (3), except that (a)
the jth component and its mixing coefficients are not included in the inner
summation , and (b) the remaining mixing coefficients are re-estimated using the
standard update equation, i.e.

logPis (Y '9-J)" t,10{••t.:.P(y'" '9.)J (4)

where
1 n .

am =-~>(9m Iy('» (5)
n i=1

The log likelihood of the reduced model 9_ j in (4) is the "lower-bound" because the

model can be further EM-converged to achieve higher likelihood value. It is a very
efficient means for comparing the optimality of the k different reduced models (i.e.
9_j vt = [l,...,k] ), since it can be quickly computed using the conditional

probabilities p(y(i) 19m ) , Vi,m that are available from the previous E-step. Now

the optimal component to be eliminated, indexed j . , is formally given as
i , =argmaxlogpL8(YI9_ j ) (6)

J

The procedures of GEM are summarized as follows:

Step 1: Initialize with ksran=akdesired (a>1) components.

Step 2: Perform EM until convergence is achieved . If k=kdesired' exit; otherwise
continue.

Step 3:
Eliminate the component without which the lower bound of the log
likelihood (4) is maximized.

The motivation of GEM is to increase global coverage of the search space by
scattering a large number of components in the initial phase of the search. GEM's
unconventional greedy progression raises three significant advantages . First, GEM
is very easy to implement even in different mixture models, requiring only a few
lines of extra code to incorporate equations (4), (5) and (6) into the standard EM
program. Unlike Glnc, GEM does not require complex heuristics (discussed later).
It is also very robust as it has only one control parameter - the enlargement factor a.

Second, GEM is very efficient as its complexity is only linear in the number of
data points. By making use of the lower bound likelihood to direct the component
elimination procedure, GEM requires only a single EM run at each transition stage
of [ks.amk5larr -1 ,...,kdesir.d] components. The total number of likelihood calculations
is therefore

k"" ;",, 1 ( )
Lcnk =cnkdesired'2 kdesired(a2 -l)+a-l =O(na

2kJesired)
(7)

k=k"mf
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which is linear in n and polynomial in k and a. For a global clustering algorithm,
GEM is very economical since typically (n»k) and (n»a).

Third, we can record the model likelihood at each intermediate stage of component
elimination , and apply the method of Bayesian or Akaike Information Criteria to
determine the optimal number of components.

2.3 Comparative analysis between GEM, GIne and the standard
EM

As a comparative analysis, we apply the standard EM, multi-start EM (which trains
the model over several different random initial conditions and takes one that scores
the highest likelihood), GEM, and the GInc method proposed by Verbeek [4J on
learning the MGs model defined in (2) for clustering synthetic datasets. The matlab
software of Verbeek's GInc method is available publicly'. It is more efficient than
most standard GInc methods as it uses several heuristics, such as partial-EM and
random covariance-splitting, to reduce the complexity to O(gnKdesired) where g is a
constant to be defined later. For controlled testing, we generate synthetic datasets
from multiple Gaussian distributions using a range of number of cluster centers (k),
cluster-separability (defined by the c-separation value, c-sep) and problem
dimension (d) with maximum eccentricity of 10 [12]. Cluster-separability measures
how separable the generating clusters are: low c-sep values indicate that the clusters
overlap each other significantly and are therefore difficult to separate; whereas high
c-sep values indicate that they overlap each other little and are therefore easy to
separate . For each combination of characteristics, we generate 20 sets of data, each
with 2000 training data and 5000 testing data, and use the average Kullback Leibler
distance between the trained model and the generating model as the performance
measure. The re-estimation formula for the mixture of Gaussians model are taken
from (5).

To ensure fair comparison, the parameters of the tested algorithms are chosen such
that all except for the standard EM use a similar amount of computational time (all
spend roughly 20 seconds per run). Multi-start EM selects the best model over 20
runs from different random initial conditions, GEM uses an enlargement factor of
a=4, and GInc uses a setting of g=30 where g is the number of data points to try in
order to determine the optimal splitting positions for a component [4). Except for
GInc which initializes with the mean of the data points as the first center, the
standard EM, multi-start EM and GEM use K-means for initialization . In all cases,
the only stopping criterion for all EM iterations is that the comJlete data likelihood
defined in (3) increases by less than a threshold ratio of 10 , except for (1) the
partial-EM procedure of GInc and (2) the EM learning of all intermediate stages of

GEM, in which a smaller threshold ratio of 10-3 is employed for efficiency
enhancement.

Fig. 2 shows the relative performance between the tested algorithms on the
synthetic datasets. It is clear that the standard EM performs worse than all other
algorithms in all cases, so hereafter we will only compare between multi-start EM,
GInc and GEM. At k=2 all three methods perform similarly well, but at higher

I hltp:lIslaff.science.uva.nll-jverbeeklsoftwareJ.
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values of k the performance differences become more apparent. The overall
performance of GEM is comparable to that of Glnc, and even slight better at low c
sep region (c<O.5), showing good global clustering property. While multi-start EM
performs better than both GEM and GInc at low c-sep region, it performs badly at
high c-sep region (especially at k=16). Given GEM's competitive performance to
Glnc, its consistency over the whole range of cluster separability index and
dimensionality, and its ease of implementation, GEM is a very attractive alternative
for global clustering.
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Fig. 2 Performance comparison between the standard EM, multi-start EM, GInc and GEM
on clustering synthetic data generated from multiple Gaussian distributions using a range

of number of centers (k) , cluster-separability (c-sep) and problem-dimension (d) . The
overall performance of GEM is similar to that of Glnc, only slight better at low c-sep

region. Multi-start EM excels in the low c-sep region but performs badly at high c-sep
region (c-sep>O.5), especially at k=16.

3 Experiments on Learnging Different Mixture Models

To demonstrate GEM's effectiveness on different mixture model, we apply GEM on
learning the MFA model for dimensionality reduction of the well-known shrinking
spiral dataset [2), and compare its performance against the multi-start EM. Details
of the MFA model are as follows. The re-estimation formulas are omitted but they
can be found in [10).
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modeUuse MFA for clustering and dimensionality reduction

model representation
y = Amv+n

where v - N(O,I), n - N(Pm ' 'I'm)

parameters e, =(Am,Pm,'I'ml

complete data likelihood p(yI8m)=N(Y;l1m .AmA~ +'P)

Factor analysis is a statistical method for modeling the covariance structure of high
dimensional data using a small number of latent variables. MFA is an extension of
factor analysis by using local factor models in different regions of the input space.
Its objective is to model each d-vector y using a reduced dimensionality latent p-

vector factor v , through the so-called factor loading matrix Am =(dx p). Given

v =(pxI) is distributed with unit variance and n =(dxI) is a noise vector

distributed according to n - N(Pm' 'I'm) , each component is equivalent to a

Gaussian distribution with mean Pm and covariance AmA~ + 'I'm ' Experiments are
performed on the "shrinking spiral" dataset, which is a benchmark dataset for testing
MFA.

Again, the control parameters of multi-start EM and GEM are chosen such that
both algorithms require roughly the same amount of training time. Multi-start EM
selects the best model over 10 runs from different random initial conditions, and
GEM uses an enlargement factor of a=2. The only stopping criterion is that the
complete data likelihood increases by less than a threshold ratio of 10.4•

.-

10

EM-GEM:1ogIike--6.2Oe+OO3
15

10

.-

10

EM-std:1oglIke--6.45e+OO3

(a) (b)
Fig. 3 The shrinking spiral data, and two sample MFA models obtained via (1)

GEM and (2) the standard EM algorithm. The segments, whose ends are (pm±J\m),
show the location and direction of the factor components

Fig. 3 provides visualization of the datasets and two sample solutions. Experiment
results are summarised in Table 1, which records the mean and the standard
deviation of the log likelihood values, as well as the runtime scored by the multi
start EM and GEM. In all cases, GEM spends similar amount of computation time
as the multi-start EM, yet it scores higher mean likelihood values, and in addition
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with much lower standard deviation, suggesting higher consistency in reproducing
similar clusters .
Table I. Statistics of model likelihood values and runtime with the multi-start EMand GEM

d dover 20 runs. Highermeanlikelihood values are printe in bol .
Multi-start EM GEM

No. log like. time log like. lime
c1us. mean std. (s) mean sId. (s)

5 -6799 .11 50.4 2.6 -6757.74 57 .8 2.1
~ 7 -6506.68 50.5 4.1 -6441.05 35.4 3.7
"C

"§ 9 -6324.19 51.2 5.9 -6245.11 8.9 5.2
'5. 11 -6227.23 44.8 8.5 -6162.66 10.8 6.8en
C> 13 -6163.46 23.3 11.1 -6106.75 7.5 9.1<::

32 15 -6112 .79 15.6 13.3 -6075.75 8.8 11.1<::

~ 17 -6090.54 16.0 15.5 -6049.52 5.9 15.1en
19 -6060 .3 12.4 17.9 -6032.86 10.5 17.9

4 Conclusions

GEM is a novel greedy learning algorithm for global EM learning of finite mixture
model. It is easy to implement and robust to initial conditions. Experiments on
different mixture models validate its versatility and effectiveness.
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Abstract. This paper addresses the task of learning concept descriptions from
streams of data. As new data are obtained the concept description has to be up
dated regularly to include the new data. In this case we can face the problem
that the concept changes over time. Hence the old data become irrelevant to the
current concept and have to be removed from the training dataset. This problem
is known in the area of machine learning as concept drift. We develop a mecha
nism that tracks changing concepts using an adaptive time window. The method
uses a significance test to detect concept drift and then optimizes the size of the
time window, aiming to maximise the classification accuracy on recent data.
The method presented is general in nature and can be used with any learning al
gorithm. The method is tested with three standard learning algorithms (kNN,
ID3 and NBC). Three datasets have been used in these experiments . The ex
perimental results provide evidence that the suggested forgetting mechanism is
able significantly to improve predictive accuracy on changing concepts .

1 Introduction

Many machine learning applications employ algorithms for learning concept descrip
tions. Usually, as time passes, new examples are obtained and added to the training
dataset. Then the concept description is updated to take into account the new exam
ples. These applications often face the problem that real life concepts tend to change
over time, i.e. a concept description learned on all previous examples is no longer up
to-date. Hence, some of the old observations that are out-of-date have to be 'forgot
ten' . This problem is known as concept drift [16]. A prominent example of a system
that should adapt to changing concepts is a system that helps users to find pieces of
information in which they are likely to be interested. These systems use machine
learning methods to acquire from observations a model of user's interests. However,
user's interests and preferences are inclined to change over time (e.g. [7], [12] and
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[13]). Such systems are usually provided with mechanisms that are able to track
changing user interests.

There are two important questions that have to be addressed in case of concept
drift. The first one is how to detect a change in the concept? If there is no background
information about the process, we can use the decrease in predictive accuracy of the
learned classifier as an indicator of changes in the concept. Usually the developed
detection mechanism uses a predefined threshold tailored for the particular dataset
(e.g. [18]). However the underlying concept can change with different speeds i.e.
some times it can be abrupt other times it can be rather gradual . The detection mecha
nism often has difficulty in detecting both types of changes i.e. if the threshold is very
sensitive it can mistake noise for concept drift or if it is not sensitive enough it can
take too long to discover a gradual drift. Recently some authors suggested the use of a
statistical hypothesis test to detect the changes (e.g. [4] and [9]).

The second important question is how to adapt ifa change is detected? In some ap
plications a fixed size time window optimised for the particular application is used
(e.g. [13]). This solution is fast and easy to implement, but it requires a preliminary
investigation of the domain to select the window size. Moreover if the type and fre
quency of the changes in the concept are unpredictable it can lead to a decrease in the
classification accuracy. Other approaches use heuristics to decrease the size of the
time window when changes in the concept are detected (e.g. [4] and [18]).

The next section gives a short overview of the related work. A novel mechanism
that addresses both questions for dealing with the concept drift problem is presented in
section 3. It uses a statistical significance test to detect concept drift. Then it employs
an efficient optimisation algorithm to adapt the size of the time window. Experiments
with one artificial and two real datasets are reported in section 4.

2 Related Work

Different approaches have been developed to track changing (also known as shift
ing, drifting or evolving) concepts. Typically it is assumed that if the concept changes,
then the old examples become irrelevant to the current period. The concept descrip
tions are learned from a set of recent examples called a time window. For example,
Mitchell et al. [13] developed a software assistant for scheduling meetings, which
employs machine learning to acquire assumptions about individual habits of arranging
meetings, uses a time window to adapt faster to the changing preferences of the user.
Widmer and Kubat [18] developed the first approach that uses adaptive window size.
The algorithm monitors the learning process and if the performance drops under a
predefined threshold it uses heuristics to adapt the time window size dynamically.
Maloof and Michalski [12] have developed a method for selecting training examples
for a partial memory learning system. The method uses a time-based function to pro
vide each instance with an age. Examples that are older than a certain age are removed
from the partial memory. Delany et al. [3] employ a case base editing approach that
removes noise cases (i.e. the cases that contribute to the classification incorrectly are
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removed) to deal with concept drift in a spam filtering system. The approach is very
promising, but is applicable for lazy learning algorithms only. To manage the prob
lems with gradual concept drift and noisy data, the approach in [11] suggests the use
of three windows: a small (with fixed size), a medium and a large (dynamically
adapted by simple heuristics). The approach presented in this paper also addresses
those problems, by a carefully designed statistical test and uses an efficient optimal
algorithm instead of heuristics to adapt dynamically the time window size.

The above approaches totally forget the examples that are outside the given win
dow, or older than a certain age. The examples which remain in the partial memory
are equally important for the learning algorithms. This is an abrupt forgetting of old
examples, which probably does not reflect their rather gradual aging. To deal with this
problem it was suggested to weight training examples in the time window according to
their appearance over time [6]. These weights make recent examples more important
than older ones, essentially causing the system to gradually forget old examples. This
approach has been explored further in [8] and [9]. The mechanism presented in this
paper is also based on the time window idea, but it seeks to improve the performance
by dynamically optimising the time window size. It seems that gradual forgetting can
compliment quite well the time window approach, but we choose to focus on explor
ing the pure approach in this paper.

Some systems use different approaches to avoid loss of useful knowledge learned
from old examples. The CAP system [13] keeps old rules as long as they are competi
tive with the new ones. The architecture of the FLORA system [18], assumes that the
learner maintains a store of concept descriptions relevant to previous contexts. When
the learner suspects a context change, it will examine the potential of previously stored
descriptions to provide better classification. The approach presented in [7] employs a
two-level schema to deal with drifting and recurring concepts. On the first level the
system learns a classifier from the most recent observations assuming that it is able to
provide description of the current context. The learned classifier is accurate enough to
be able to distinguish the past episodes that are relevant to the current context. Then
the algorithm constructs a new training set, 'remembers' relevant examples and 'for
gets' irrelevant ones. The approach presented in this paper, does not assume that old
examples or models can be retrieved, because this can be very time consuming and
memory intensive.

Widmer [17] assumes that the domain provides explicit clues to the current context
(e.g. attributes with characteristic values). A two-level learning algorithm is presented
that effectively adjusts to changing contexts by trying to detect (via meta-learning)
contextual clues and using this information to focus the learning process . Another two
level learning algorithm assumes that concepts are likely to be stable for some period
of time [5]. This approach uses batch learning and contextual clustering to detect sta
ble concepts and to extract hidden context. The mechanism in this paper does not
assume that the domain provides some clues that can be discovered using a meta
learning level. It rather aims to get the best performance using a single learning level.

An adaptive boosting method based on dynamic sample-weighting is presented in
[9]. The approach uses statistical hypothesis testing to detect concept changes. Gama
et al., [4] also use a hypothesis testing procedure, similar to that used in control charts,
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to detect the concept drift, calculating on all of the data so far. The mechanism gives a
warning at 2 standard deviations (approximately 95%) and then takes action at 3 stan
dard deviations (approximately 99.7 %). If the action level is reached then the start of
the window is reset to the point at which the warning level was reached. However, for
this mechanism, it can take quite a long time to react to changes and the examples that
belong to the old concept are not always completely useless, especially when the con
cept drift is rather gradual. The approach presented in this paper also uses a statistical
test to detect concept changes, but some limitations of the plain test are addressed by a
more careful selection of the test population. If a concept description is detected then
the mechanism uses a fast optimisation algorithm, to find out the optimal size of the
window that achieves the maximum accuracy of classification.

3 A Scheme for Tracking Drifting Concepts

Let us consider a sequence of examples. Each example is classified according to un
derlying criteria into one of a set of classes, which forms the training set. The task is to
learn a classifier that can be used to classify the next examples in the sequence. How
ever , the underlying criteria can subsequently change and the same example can be
classified differently according to the time of its appearance, i.e. a concept drift takes
place . As we discussed above to deal with this problem machine learning systems
often use a time window i.e. the classifier is not learned on all examples, but only on a
subset of recent examples. This section introduces an approach for learning up-to-date
descriptions of drifting concept based on this idea. It addresses the two major tasks
involved in dealing with drifting concepts: by suggesting an effective mechanism for
detecting the concept drift and if a drift is detected optimises the size of the time win
dow to gain maximum accuracy of prediction.

3.1 Detecting the Concept Drift

To detect concept changes the approach monitors the performance of the algorithm.
For the presentation below we choose to observe the classification accuracy as a
measure of the algorithm performance, but other measures, such as error rate or preci
sion could have been used. The presented approach process the sequence of examples
on small episodes (a.k.a. batches). On each step, a new classifier is learned from the
current time window then the average accuracy of this classifier is calculated on the
next batch of examples [13]. Then the presented approach suggests using a statistical
test to check whether the accuracy of classification has significantly decreased com
pared with its historical level. We assume that the concept has changed if the current
accuracy exceeds the appropriate test level for the normal distribution at the required
confidence level. To be precise, if the average prediction accuracy of the last batch is
significantly less than the average accuracy for the population of batches defined on
the current time window, then a concept drift can be assumed.
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As the performance level of the algorithm can vary for the different concepts and
the noise level can also change over the time, we must carefully select the test popula
tion for the current time window . We can use the whole window as in [9], but the
predictive accuracy at the beginning of the time window can be low because of previ
ous concept drift. For example, you can see on Figure 2 in section Experiments, how
the classification accuracy slowly increases after a concept drift. Therefore we suggest
that the test is done on a sub-window that does not include the first few batches from
the beginning of the time window . Clearly this mechanism will work well when the
concept is shifting i.e, the accuracy is dropping abruptly. In the case where the
changes in the concept are gradual the mechanism should work if the significance test
is done on a relatively old population, i.e, one or a few most recent batches are not
included in the test window . Such a test that uses a test population from the core of the
time window will work well for both abrupt and gradual drift.

From the central limit theorem, it follows that if we want to be confident about the
required test level, the test should be supplied to batches of at least 30 examples. If it
appears that the current batch size is less than 30 then the algorithm can easily resize
the batches to satisfy this guidance. In cases where the data set is expected to be nois
ier, then a larger batch size is recommended, because this will smooth changes caused
by noise .

The confidence level for the significance test should be sensitive enough to dis
cover concept drift as soon as possible, but not to mistake noise for changes in the
concept. The experience from the conducted experiments shows that the "standard"
confidence level of 95% works very well in all experiments. This drift detection level
is rather sensitive and it assists the algorithm to detect the drift earlier. If a false con
cept drift alarm is triggered, it will activate the window optimising mechanism, but in
practice, this only results in an insignificant decrease in the time window size .

The presented mechanism works as follows: If concept drift is detected then the op
timisation of the size of the time window is performed (see the next section) otherwise,
the time window size is increased to include the new examples.

3.2 Optimising the Time Window Size

In general, if the concept is stable , the bigger the training set is (the time window), the
more accurately the concept description can be learned. However when the concept is
changing, a big window will probably contain a lot of old examples, which will result
in a decrease of the classification accuracy. Hence, the window size should be de
creased to exclude the out-of-date examples and in this way to learn a more accurate
classifier. But if the size of the window becomes too small, it will also lead to a de
crease in accuracy. The shape of curve that demonstrates the relationship between the
size of the time window and the accuracy of the classification is shown in Figure 1.

To adapt the size of the window according to current changes in the concept, Wid
mer and Kubat [18] pioneer the use of heuristics. However, it would be ideal if we
were able to find the optimal size of the window to ensure the best classification accu-
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racy. The approach presented in [8] tries all possible window sizes and selects the one
with the smallest error rate. This brute force optimization is, of course, inefficient.

The presented mechanism suggests using the Golden Section algorithm for one
dimensional optimization [2]. The algorithm looks for an optimal solution in a closed
and bounded interval [a,b] - in our case the possible window sizes X = [xmin' x c] ,

where xmio is a predefined minimum size of the window and X c is the current size of

the time window. It assumes that the function f( x) is unimodal on X (i.e. there is

only one max x *) and it is strictly increasing on (xmio' x*) and strictly decreasing on

(x* , xc ) . which is the shape that can be seen in Figure 1. In our case the function

f(x) calculates the classification accuracy of the learned model using a time window

with size x.
The basic idea of this algorithm is to minimize the number of function evaluations

by trapping the optimum solution in a set of nested intervals. On each step the algo
rithm uses the golden section ('l = 0.618) to split the interval into three subintervals,
as shown in Figure 1, where l = b - ttb - a) and r = a + 'l(b - a). If f(l) > f(r)

then the new interval chosen for the next step is [a,r] else [l ,b] . The length of the

interval for the next iteration is 'l(b - a) . Those iterations continue until the interval

containing the maximum reaches a predefined minimum size. x * is taken to lie at the
centre of the final interval.

The Golden Section algorithm is a very efficient way to trap the x * that optimizes

the function f(x). After n iterations, the interval is reduced to 0.618 0 times its

original size. For example if n = 10 , less than 1% of the original interval remains.
Note that, due to the properties of the golden section, each iteration requires only one
new function evaluation.

a
Window Size b

Fig. 1. A sample shape of the correlation between the window size and accuracy of the learned
classifier

In conclusion, if we can assume that the classification accuracy in relation to the
time window is a unimodal function then the golden section algorithm can be used as
an efficient way to find the optimal size of the time window. It is possible to find
datasets for which the unimodal assumption is not true - e.g. when the concept
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changes very often and abruptly. In such cases, we can use other optimization methods
that do not assume a unimodal distribution , however they are much more expensive in
time. The trade -off that we have to take into consideration is to accept that we can
occasionally be trapped in a local maximum, but have a fast optimization; or find a
global maximum, but have significantly slower optimization.

4 Experiments

The aim of the experiments reported in this section is to explore whether the present
forgetting mechanism is able to improve the performance of different learning algo
rithms on drifting concepts.

All experiments were designed to follow the natural scenario of using such mecha
nisms [13]. For this reason the data streams were chunked on episodeslbatched. The
algorithm was run on this data set iteratively - on each iteration, a concept description
is learned from the examples in the current time window . Then the learned classifier is
tested on the next batch.

The experiments were conducted with three popular learning algorithms:
- k Nearest Neighbours (kNN) - also known as Instance Based Learning (IBL) [1].

k=3 was the default setting for the experiments reported below except for ex
periments with STAGGER dataset, where k=1 was chosen, because it produces a
more accurate classification than k=3;

- Induction of Decision Trees (103) [15] (using an attribute selection criteria

based on the %2 statistics) ;

- Naive Bayesian Classifier (NBC) [14].
The first experiments were conducted with an artificial learning problem that was

defined and used by Schlimmer and Granger [16] for testing STAGGER, probably the
first concept drift tracking system. Much of the subsequent work dedicated to this
problem used this dataset for testing purposes (e.g. [1], [4], [5], [6], [7], [12], [17] and
[18]). This allows comparison of our approach with similar approaches on this data
set. Those results are presented in the next subsection. Experiments also were con
ducted with two datasets from the DCI machine learning repository', which are pre
sented in subsections 4.2 and 4.3 below.

The results from the conducted experiments are presented in Tables 1, 3, 4 and 5
below. In all these tables, rows present the used learning algorithms: kNN, ID3 and
NBC. The first column shows the predictive accuracy of the algorithms using Full
Memory (FM) learning - all data available up to the current moment are used for
learning the concept. The second column presents the results from the experiments
with Fixed-size Time Window (FTW). The third column shows the results from the
experiments with the algorithms using this paper 's Time Window Optimisation
(TWO) mechanism. For each data set, the window size for the FTW was chosen to
approximate the average time window size obtained in the experiments with the TWO

1 http://www.ics.llci.edul-mleam/MLRepository.html
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mechanism on the same dataset. This is extra help for the FTW that would not be
available in a real situation where the forthcoming sequence of events is unknown.
The aim here is to allow the FTW approach to show its best performance.

We used the paired t-tests with 95% confidence level to see whether the presented
approach significantly changes the accuracy of learned classifiers. The pairs are
formed by comparing the algorithms' accuracies on the same iteration. In the tables
below, reporting the results from the experiments, the sign * denotes that the TWO
approach achieves a significantly better classification accuracy than the FM and the
sign" - that TWO is significantly better than the FTW approach.

4.1 STAGGER problem

The STAGGER problem is defined as follows: The instance space of a simple blocks
world is described by three attributes: size = {small, medium, large}, color = {red,
green, blue}, and shape = {square, circular, triangular}. There is a sequence of three
target concepts: (1) - size = small and color = red; (2) - color = green or shape =
circular; and (3) - size = (medium or large). 120 training instances are generated ran
domly and classified according to the current concept. The underlying concept is
forced to change after every 40 training examples in the sequence: (1)-(2)-(3). The
setup of the experiments with the STAGGER dataset was done exactly in the same
way us in other similar works. The retraining step is I, however there is a test set with
size 100, generated randomly and classified according to the current concept. This
differs from the other experiments where the retraining step and the test set are the
same - a batch.The size of the FTM is set up to 25, which approximates the average
size of the optimised windows.

~
FM FTW TWO

Algorithm:
kNN 63.03 80.47 86.56*"
ID3 69.05 83.73 89.03*"
NBC 69.97 82.99 90.26*"

Table 1. The improvement of the classification accuracy when the TWO mechanism is applied
to the STAGGER dataset

Table 1 shows the results from the experiments with this dataset. In this dataset we
have two abrupt changes in the underlying concept and the fixed size time window is
able to improve the classification accuracy significantly compared with the full mem
ory. The TWO mechanism additionally improves the classification accuracy signifi
cantly compared to FTW.

Figure 2 shows a plot of the results from the experiments with NBC, which illus
trate the behaviour of the three mechanisms. It can be seen from the chart that when
the algorithm uses the TWO mechanism it adapts faster to the changes.
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Fig. 2. Classification accuracy of the NBC using Full Memory,
TimeWindow andTimeWindow Optimisation.

Figure 3 shows the average size of the time window for each step in one of the ex
periments with NBC-TWO. The experiments with other algorithms produce very
similar graphs.

As we mentioned above the STAGGER problem was used by a number of other
systems that deal with concept drift. To compare the present approach with the previ
ous approaches, we summarised all available results from experiments using this data
set in Table 2. The first ten rows of this table present the results from experiments
with other similar approaches. The last three rows present the results from the experi
ments with the algorithms using the Time Window Optimisation (TWO) mechanism.
The results are shown in more detail to facilitate a better comparison of the systems'
performance on different concepts: (1), (2) and (3), shown in separate columns. The
last column shows the average performance on the whole dataset. We will look more
closely at the results from the second and third concepts, where actually the systems
adapt to changes in the underlying concept. The performance of the systems on this
dataset depends on the basic learning algorithms, which seem to perform differently
on this dataset. Therefore we will mainly be interested in comparing the systems that
use the same basic learning algorithm.

The algorithms that use the present TWO mechanism (rows 11-13) significantly
outperform the first three systems (rows 1 to 3). The results presented in row 4, are

45 ..,-----,--------,------,

t 30

I 15 +---,r----H--+-----i-+-.;---.....,

40 80 120

Time Steps

Fig. 3. The average window size for each step in the
experiment withNBC-TWO
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from the experiments with the COPL mechanism, using NBC as the basic learning
algorithm. Therefore, we compared it with NBC-TWO, which achieves a significantly
better performance for this dataset.

The FLORA systems reach significantly higher accuracy, than all other approaches
on the first concept, which is actually a stable one. However, NBC-TWO and ID3
TWO significantly outperform all FLORA systems on the concepts (2)-(3), i.e. after
concept drift has occurred . In general, kNN does not perform very well on this dataset,
despite this kNN-TWO significantly outperforms the FLORA2 and FLORA3 algo
rithms on the concepts (2)-(3).

~: (1) (2) (3) (1)-(2)

Algorithm: -(3)

1. IB2 [1] 80.4 51.9 55.6 63.9
2. AOBL [12] 89.6 57.2 55.7 67.0
3. AOPM [12] 89.7 70.5 75.1 79.9
4. COPL (NBC) [7] 91.2 78.9 85.9 85.3
5. FLORA 2 [18] 98.8 80.4 80.3 86.5
6. FLORA 3 [18] 98.7 80.7 79.5 86.0
7. FLORA 4 [18] 98.0 82.5 82.7 87.7
8. kNN -GF [6] 91.8 79.5 83.2 84.8
9. ID3-GF [6] 93.9 78.3 89.0 87.07
10. NBC - GF [6] 92.4 83.9 88.9 88.4
11. kNN-TWO 91.9 81.4 86.3 86.5
12. lD3-TWO 93.1 84.2 89.8 89.0
13. NBC-TWO 93.9 85.4 91.5 90.3

Table 2. Average classification accuracy of systems with embedded concept drift tracking
mechanisms on the STAGGER dataset

The results reported in rows 8 to 11 are from algorithms that use the Gradual For
getting (GF) mechanism [6]. For this dataset the GF mechanism uses a fixed-size (30)
time window in which the examples are assigned gradually decreasing weights using a
linear forgetting function. We are comparing TWO and GF mechanisms on pairs that
use the same learning algorithm (e.g. rows 9 and 12). We can see that there is no dif
ference in average accuracy on the first concept. There is a small, but significant im
provement of the accuracy obtained by TWO for the changed concepts (2)-(3).

4.2 German Credit Dataset

This subsection presents the results from the experiments conducted with the German
credit dataset, from the VCI machine learning Repository . The dataset contains 1000
Instances of bank credit data which are described by 20 attributes . The examples are
classified in two classes as either "good" or "bad". To simulate hidden changes in the
context the dataset was sorted by an attribute then this attribute was removed from the
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dataset for the experiments. Using an attribute to sort the data set and in this way
simulate changing context is a commonly used approach to set up experiments to
study concept drift. Two sorted datasets were created using the German credit dataset:
The first one was sorted by a continuous attribute: "age ", which would produce a
gradual drift of the "class " concept. The second one was sorted by the attribute
"checking_status" , which has three discrete values. We aimed in this way to create
abrupt changes of the "class " concept. The dataset was divided into a sequence of
batches, each of them containing 10 examples. The size of the FfM is set to 200,
which approximates the average size of the optimised windows.

~
FM FfW TWO

Algorithm:
kNN 68.25 72.37 77.75*/\
ID3 77.00 75.50 79.00M

NBC 78.37 75.87 78.63 /\

Table 3. The improvement of the classification accuracy when the TWO mechanism is applied
to the Credit dataset (sorted by "age" attribute) .

Table 3 shows the results from the experiments with the Credit dataset (sorted by
"age" attribute). With all algorithms an improvement in classification accuracy was
achieved when the algorithms using TWO mechanism were applied. All these im
provements are significant except the comparison with NBC-FM.

Table 4 shows the results from the experiments with the Credit dataset (sorted by
"checking j status" attribute). The results show that the TWO mechanism improves the
classification accuracy of the algorithms and these improvements are significant for all
algorithms.

~
FM FfW TWO

Algorithm:
kNN 64.00 71.75 77.13M

ID3 64.87 71.75 75.25M

NBC 74.37 74.14 77.76M

Table 4. The improvement of the classification accuracy when the TWO mechanism is applied
to the Credit dataset (sorted by "checking jstatus" attribute) .

The results also show that a fixed time window does not always provide an im
provement of the accuracy and can even be destructive compared to the full memory
learning algorithm. The problem with it is that we do not know in advance how the
concept will change and what will be the best size in the future. Even with some
"cheating", by using a time window approximating the average optimal window size
in the experiments with the TWO mechanism, an improvement is achieved in only
half of the cases with this dataset.
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4.3 Spam dataset

Experiments have also been conducted with the Spam dataset from the UCI machine
learning Repository. Spam is an unsolicited email message. The dataset consists of
4601 instances, 1813 (39.4%) of which are spam messages. The dataset is represented
by 54 attributes that represent the occurrence of a pre-selected set of words in each of
the documents plus three attributes representing the number of capital letters in the e
mail. To simulate the changing hidden context the examples in the dataset are sorted
according to the "capitalyun Lengthfotal ", which is the total number of capital
letters in the e-mail. This attribute and the related two attributes "capi
taCrun_length_average" and "capital run lengthfongest " are removed from the
dataset, because they can provide explicit clues for the concept changes. The sorted
dataset was divided into a sequence of batches with a length of 10 examples each.

~
FM FfW TWO

Algorithm:
kNN 90.12 90.10 92.48*"
ID3 87.08 86.56 89.51*"
NBC 90.61 90.78 91.56*"

Table 5. The improvement of the classification accuracy when the TWO mechanism is applied
to the Spam dataset, sorted by "capitalrun Length fotal" attribute (ster 10).

Table 5 presents the results from the experiments with the Sparn dataset comparing
full memory learning, time window with fixed size and the time window with opti
mized size. For this dataset the fixed window size was set to 400 - an approximation
of the average window size for this dataset used by the TWO mechanism. For this
dataset for two of the algorithms (kNN and NBC) the fixed time window improves the
classification accuracy, but not significantly in either case. For ID3 we can even see a
slight decrease in the accuracy. An improvement of the classification accuracy for all
algorithms was achieved when the TWO mechanisms were applied and all those im
provements are significant compared to FM and FfW as well.

Figure 4 shows on the same diagram: the classification accuracy on the test step
(the thin line) and the size of the optimised time window (the thick line) on each step.
It can be seen that a drop in the accuracy normally leads to a decrease of the time
widow size. However, a sudden decrease in the classification accuracy does not al
ways indicate a concept drift, it can be caused by noise in the data stream. The pre
sented algorithm is very robust to such noise, merely decreasing the window size in
significantly, e.g. see the arrow I on Figure 4. However, it remains sensitive enough to
detect genuine concept drifts that decrease the accuracy by a relatively small value 
e.g. see the arrow 2 on Figure 4. The detection mechanism flags both real and false
concept drifts, but the window size optimizer responds very differently to the two
possibilities.
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5 Conclusion

The paper presents a mechanism for dealing with the concept drift problem, which
uses a statistical test to detect whether the current concept is changing. If a concept
drift is detected, then the mechanism optimizes the time window size to achieve
maximum accuracy of prediction. The algorithm is self-adapting and it can be used in
many datasets without any predefined domain-dependent heuristics or parameter.
Moreover, the developed mechanism is not attached to a particular learning algorithm.
It is general in nature and can be added to any relevant algorithm.

The results from experiments with three learning algorithms using three datasets
provide strong evidence that the mechanism is able significantly to improve the classi
fication accuracy on drifting concepts.
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Abstract

We present a novel methodology for manipulating sources in a knowledge
integration scenario. Firstly, we define and exploit an appropriate data
model, namely Knowledge Oriented Specification, to represent and to
query data sources without having to align their background knowledge.
Secondly, we propose a structured knowledge representation formalism,
namely Layered Conceptual Graphs, which present the data at different
levels of detail. We explain how the two formalisms can be jointly used
to provide a hierarchical approach to integration.

1 Introduction

Information integration is a broad notion that encompasses the combination of
different kinds of distributed, heterogeneous sources such as databases and web
sites. The integration process generates a 'unified' view of two or more indi
vidual sources; this view can be either virtual (if the sources remain physically
distinct) or concrete (if the sources are physically merged) [24]. The user of an
information integration system is then able to query the unified view resulting
from the integration process, getting results that could not be retrieved from
any of the individual sources if independently considered.

One of the main problems in the integration process is the semantic mis
match between sources. Approaches attempting to solve these problems can
be grouped in two different categories, namely multi-agent systems and global
information systems (either based on databases or based on ontologies) .

• Intelligent Information Integration has been a popular application for multi
agent systems. Due to their approach to interoperability, systems based
on multi-agent approaches (InfoSleuth [1], KRAFT [25] and others that use
Conceptual Graphs [20]) are already performing an integration task. Despite
their advantages (namely, dealing with dynamically changing environments)
multi-agent systems also suffer from several drawbacks [20]. These include
increased testing costs, failure due to a non-collaborative agent, and memory
structuring problems. Peer-to-peer integration systems, which are also in
cluded in this category [2], face several ontology alignment challenges too.

60
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• The architecture of global information systems features one global domain
against which a number of sources are integrated. As the sources are het 
erogeneous (i .e. , they use different models to store data), the global schema
must provide an appropriate abstraction for all data in all sources. The
integration method differs from one approach to the other. The Local As
View(LAV) approach (used in TSIMMIS 1151) describes data sources as con
taining answers to views over the global schema. The Global As View (GAV)
approach (used in the Information Manifold 117J and in InfoMaster 111I) de
scribes a mediated schema containing answers to views over source relations.
The LAV approach allows new sources to be modularly added and removed ,
while the GAV approach requires source descriptions to be modified when
changes occur. Query answering is thus straightforward in GAV (as the an
swers can be obtained by composing the query with the views), while LAV
requires a more sophisticated form of query rewriting. To get the best of
both worlds, the Both As View (BAV) approach, based on reversible schema
transformation sequences, has been developed in the Automed project 116J .

Another kind of problem that arises from current approaches to knowledge
integration is the complexity of the integration process. This is often due to
the choice of a 'heavyweight' knowledge model- as opposed to a 'lightweight'
model- used to describe both the participating sources and their unified view.
By heavyweight model, we mean a frame-based one, such as the Protege model
used in the PROMPT approach to ontology alignment and merging 114). By
lightweight model, we mean a less structured (and expressive) one, such as the
graph model used in the ONION approach to ontology articulation 121J.

Previous work on ontology integration based on a 'shrinkable' heavyweight
model 15J suggests that early integration stages may be more effectively man
aged if the model becomes 'lightweight' . Unsurprisingly, more meaningful in
terschema mappings are identified if most 'heavyweight constraints' (e.g. car
dinality constraints, attribute types) are relaxed or ignored.

We believe that independently of whether the early stage of information
integration is either manual or automated, a 'minimalist' (i.e., a lightweight)
knowledge model could facilitate the identification of interschema mappings.
Hence, in this paper we advocate the use of a knowledge model that extends
and adapts conceptual graphs. We thus propose an integration approach based
on a Knowledge-Oriented Specification of information (KOS for short) ; in our
opinion, this approach will provide a new way of addressing the problem.

2 The KOS approach to knowledge integration

We are developing an integration approach that performs knowledge combin
ation in a way which differs from any of those used in existing approaches.
Rather than defining knowledge tuples and mapping them from the mediated
view to the sources, we use a description of knowledge, both in the sources
and in the mediated view. Only when queries are issued the corresponding
mappings are introduced to retrieve the actual data tuples.
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Our approach also differs from existing ones in terms of the knowledge rep
resentation formalism used to describe data in the sources. We use Conceptual
Graphs (CGs for short), benefitting both from their expressive power and from
their associated reasoning capabilities. In our opinion, Conceptual Graphs have
attractive features that make them suitable for the development of an effective
data integration system. Firstly, their structure allows domain experts to build
domain descriptions in an visual manner. Secondly, the structure of CGs facil
itates the usage of graph homomorphism techniques 16] for knowledge querying
and rewriting. Methodologically, our approach does not fall into any of the
LAV, GAV, or BAV categories both in terms of data representation and in
terms of querying. Moreover, because of the translation rules that we use in
our approach, data is first retrieved from the sources and subsequently integ
rated. This means that the whole data reconciliation process is performed while
the query answer is being generated, which means that the process is performed
at the instance level. In this way, schema alignment problems are avoided.

2.1 Representation and methodology

We use Conceptual Graphs 126] as the knowledge representation formalism upon
which to base our information integration approach for the following reasons.

• Graphs are a simple and powerful visual formalism for representing know
ledge. They can be syntactically expressed in a number of different ways,
some of which are particularly suitable for computer processing. Graphs of
fer syntactic flexibility: for instance, an RDF graph can be expressed as a
triple or as a serialised XML structure. In our case, this is a clear benefit
w.r.t. other knowledge representations that need an additional visual ren
dering which is neither so simple to define nor so immediate to understand.

• Conceptual graphs introduce a clear distinction between ontological know
ledge and other kinds of knowledge (e.g ., factual knowledge). Considering our
methodology, this is another very important issue. Description logics (DLs)
also explicitly introduce such distinction by declaring classes and individuals
in two separate 'conceptual containers' called T-Box and A-Box respectively.
However, DLs lack visual capabilities. Moreover, there is a 'reasoning power
tradeoff' between reasoning mechanisms for conceptual graphs, which are
based on graph homomorphism, and reasoning mechanisms for description
logics, which are based on subsumption 118].

Simple conceptual graphs (i.e., conceptual graphs that cannot represent neg
ation) correspond to a specific fragment of FOL 122]. Extensions of conceptual
graphs that allow negation have been already proposed 19]; however, in this pa
per we will only consider simple conceptual graphs for sake of simplicity. Even
in this case, we believe that choosing conceptual graphs to represent knowledge
in our approach to information integration has a threefold benefit.

Our approach to the description and to the integration of distributed, het
erogeneous information sources is performed according to the following steps.
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1. For every new source to be integrated, the domain expert describes the
source schema in terms of conceptual graphs.

2. The data source is linked to its CG representation using a wrapper [3J.

3. The conceptual graph that represent the sources is integrated in the existing
graph view(s) .

4. An integrated schema of their disjoint union is then extracted along with a
set of rules that redirects the user queries to appropriate data sources.

5. If the integrated view is not detailed enough for the user's needs , a more
detailed view is produced (if the user has access rights to such detailed view,
and of course, if such view exists) . This translation is achieved using Layered
Conceptual Graphs, a hierarchical extension of conceptual graphs.

A example showing how the above steps work in practice is presented below,
while the formalism underlying the approach is introduced in the next section.

2.2 Exemplifying GC-based information integration

We introduce our integration approach using a small example. Let us consider
two data sources with information about the Dada and the Surrealist artistic
movements. These two sources, represented using two different formalisms ,
should be integrated in the context of a museum website. This would provide
a unified interface of the sources , allowing them to be simultaneously queried.

A few introductory notes on Dada and surrealism follow. Dada, founded
in 1918 by Tristan Tzara, is an art movement which ridiculed contemporary
culture and traditional art forms. The movement was born as a consequence
of the collapse, during World War I, of social and moral values of the time.
Dada artists produced works which were nihilistic or reflected a cynical at 
titude toward social values, and, at the same time, irrational - absurd and
playful, emotive and intuitive, and often cryptic. Many artists (such as Marcel
Duschamp, or Max Ernst) associated with this movement later became associ
ated with Surrealism. Surrealism, founded in 1924 by Andre Breton, produced
works of anti-art that deliberately defied reason. The movement was influenced
by Freudianism and dedicated to the expression of imagination as revealed in
dreams, free of the conscious control of reason and free of convention.

Figure 1 depicts two data sources that contain information on Dada and
Surrealism. The information contained in these data sources is presented by the
domain expert as a conceptual graph called Knowledge-Oriented Specification
(KOS for short) [8J. A conceptual graph consists of concept nodes (represented
as rectangles) and relation nodes (represented as ovals). The concepts nodes
are labelled with (i) a type (the concept types are ordered in a hierarchy called
support) and (ii) a marker. The marker can either be an individual marker
(constant) such as 'Andre Breton', or a generic marker (i.e., a variable) such
as '*'. The relation nodes are labelled by relation types which are taken from
the support, where they are organised as posets.
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Figure 1: Integrated view on two data sources

The Knowledge-Oriented Specification of a source is a conceptual graph that
represents the knowledge contained in that source. From a user viewpoint, a
KOS allows to query a source in a CG-like language. Note that the KOS
presents knowledge in a schematic way. This means that all concepts in the
graph are either generic nodes or , in very special circumstances, constants.
The data source contains all the valid instantiations of the generic concepts in
the KOS graph, along with the constraints imposed by the relation nodes. A
wrapper is associated to the KOS, where, for a given query, it accesses the data
source and retrieves the actual information contained in the answer.

The KOS specification of the surrealism source in Figure 1 states that Andre
Breton founded in a given year 1, based on a given document, the Surrealist
current. The graph also depicts the fact that Surrealism is centered around
certain ideas, those ideas influenced other currents, and certain people belonged
to the Surrealist movement. The actual values of the concept variables will be
retrieved from the source by the means of the wrapper. Similarly, the Dada

IThe symbol '*' is the generic marker for a concept. However, given the particular nature
of this relation, the only value 'Year' can take is '1924' .
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Figure 2: Hierarchical integrated view

KOS represents the fact that, according to a given document, (i) 'Tristan Tzara
founded in a given year the Dada movement, (ii) that Dada is based on certain
ideas , and that (iii) certain people joined the Dada current.

To integrate these two sources, the domain expert presents the user with an
integrated view on the two conceptual graphs. This view is also a conceptual
graph, and it is the the only common source description the end-user has access
to . This means the user is allowed to express queries over the joined data sources
just using the concepts and the relations presented to her /him. A set of rules
associated to this graph translate each integrated view relation into relations
of the data sources. If the information is contained in one source only, then
the rule simply translates the integrated relation into the KOS relation of the
source. If the information is contained in more then one source, then the rule
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will contain all of the relevant source KOS relations . The wrapper will retrieve
the results, and then the results will be combined (using special operators like
'=', ">' etc .) and presented back to the user . Note that the operators also deal
with format issues (for example 1/July/2005 '=' 2005/07/01). However, this
paper focuses on the formal representation and on the methodological approach
used in our integration system, without addressing implementation problems.
The rules also need to respect the order of the concept nodes incident to the
translated relations. In Figure 1, this is done by numbering labels depicted in
the greyed-out squares (the rules are represented on the right hand side of the
picture, in a dotted box). An integrated view, along with an associated set
of rules is called a CC Mixer. All the above notions (namely KOS , wrapper,
rules, and CG Mixer) will be formally introduced in the next section.

As previously mentioned, the domain expert provides the user with a CG
schema of the integrated sources . This shows a unified view of the combined
knowledge , but the question is how much information this view should contain.
If the user is only interested in people who participated in the two currents,
then there is no point in presenting her/him with all the details of the current's
ideologies. Therefore, the integrated view provides different levels of detail.
If the user is not happy with the view s/he is provided, then s/he can ask
for the next level of information. Figure 2 depicts the next level of detail,
containing information about the ideas expressed in the two movements. The
rules associated to this view are the same as those on the previous level for the
first two relations, while a new rule is provided for the last relation.

The 't ranslat ion' between the two integrated views is done using layered
conceptual graphs, a new hierarchical graph formalism introduced in (7). A
layered conceptual graph presents the detailed knowledge by expanding com
plex nodes . These nodes can either be concepts or relations, and are depicted
visually as thickly bordered nodes (see 'current:*' in Figure 2). Layered Con
ceptual Graphs, which are a semantically sound and complete formalism, are
discussedin the next section.

3 A formal model for data sources

This section formally introduces the main concepts that have been informally
discussed in the previous sections, namely KOS, CG-Mixer, abd LCGs. Due
to space limitations, we will not present here all the main graph theoretical
notions that lead to their definition. Instead, we just introduce them informally,
and provide the full mathematical definitions only for the main concepts. Full
definitions (and proofs) are provided elsewhere 17, 8). The definitions presented
here back the feasibility of the approach. Indeed, formalisation not only makes
concepts clear, but also explains how these notions relate to each other. In this
way, future implementations will be almost straightforward.

The section is structured as follows: we introduce the notion of a support
and conceptual graphs. We add semantics by using a model based interpreta
tion. In the end of the section the notion of repository is introduced. This last
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definition is very important from our integration oriented point of view and is
crucial for the methodology of integration. Next the KOS and the CG Mixer
are int roduced and their query mechanisms detailed. Finally, we present the
LCG formalism that allows hierarchical depiction of the integrated view.

A support is a structure that provides the background knowledge about
the information to be represented in the conceptual graph. It consists of (i)
a concept type hierarchy (e.g. current, idea, year etc.), (ii) a relation type
hierarchy (e.g. centered, founded, etc.), (iii) a set of individual markers that
refer to specific concepts (e.g. Andre Breton) and a generic marker, denoted by
* which refers to an unspecified concept. A conceptual graph is a structure
that depicts factual information about the background knowledge contained in
its support. This information is presented in a visual manner as an ordered bi
partite graph, whose nodes have been labelled with elements from the support.

Definition 3.1 (Simple eGs) A 3-tuple se = IS,e,A] such that:

• S= (Te ,TR,I,*) is a support;

• e = (Ve, VR;Ee, l) is an ordered bipartite graph;

• A is a labelling of the nodes of e with elements from the support S , where
Vr: r E VR, A(r) E T~G (r) ; "Ie : c EVe , A(C) E Te x (IU t-» such that if
C = Nb(r) , A(r) = t; and A(C) = (te ,refe) then te ~ ui(r).

This definition of a conceptual graph has been initially introduced in [22].
Projection (subsumption) is a syntactic mechanism that allows for a com

parison of the knowledge contained in two CGs. Subsumption checking is an
NP-complete problem [23]. When the size of graph used in practice is not large ,
subsumption can be quickly computed [6].

Usually, CGs are given semantics by translating them to existential first
order logic formulae. We propose a semantics based on model theory, adapted
for our integration purposes. In order to do this we will define what the inter
pretation of a support is, and how to assign that interpretation to the simple
conceptual graph defined on that support.

Given a data source, we need to be able to link the information (set of
tuples) contained therein with the conceptual graph and its model. To do this
we introduce the notion of a repository. A repository is a set of tuples, each
of which makes the conceptual graph true in a given model. The repository is
intentional (as opposed to extensional); one needs to go through the data source
to be able to build it. There is no need to materialize the repository in order
to use it (in the manner of materialized views for databases) . A repository
contains all possible interpretations for the generic concepts in the graph.

Once the data sources are defined, we need to query and integrate them
with other sources. For this purpose we employ a structure called query con
ceptual graphs [10]. A query conceptual graph (QCG) allows one to represent
a query over the sources in a conceptual graph like notation.
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An answer to a QCG is the set of all data retrieved from the repository that
validate the QCG. Intuitively, by taking all the instances from the repository
that make the graph associated to the QCG true, one obtains its answer.

All of the above now lead to the formal definition of a knowledge oriented
specification. This is one of the main contribution of the paper, allowing us to
express our integration method in a rigorous, theoretical manner. A knowledge
oriented specification of an information source is (i) a conceptual graph that
visually describes that source, (ii) an interpretation for the support on which
the graph is built, (iii) a repository for the graph (that contains all the data
tuples) and (iv) a wrapper that ensures the communication in between the user
queries and the repository.

Definition 3.2 (Knowledge Oriented Specification of an Information
Source) Let IS be an information source. A knowledge oriented specification
of IS is a quadruple KOS(IS) = (SG,M, R(SG,M), W) , where
-SG = [S, G, >'] is a CC on the support S,source support,
-M = (D, F) is a model for the support S ,source model,
-R (S G, M) is a repository for SG in the model M ,and
-W is a wrapper, that is a software tool which, for each legal qCC Q for SG,
returns the answer set Ans(Q, R(SG,M)).

Once formally defined, the data sources can be integrated. This is the
purpose of a CG Mixer. As shown in Figure 1, a CG Mixer depicts the
integrated view, by the means of a conceptual graph, and provides the rules to
allow for the translation of user queries to the appropriate data sources. The
rules are defined by the relation vertices from the integrated view. As shown
in Figure 1, for each relation in the integrated view, the proper translation
is provided. This translation has to preserve the order of nodes in the initial
relation, hence the extra labelling of concepts (depicted in greyed rectangles).

Definition 3.3 (CG Mixer) Let I S1 , . . . , I S" be a set of information sources,
and their knowledge oriented specifications
KOS(ISi) = (SGi , M i , Ri(SGi, M i), W i), i = 1, n.
A CG Mixer over the information sources I S1 , . .. , I S" is a pair
M(IS1, .. . , I S n ) := (SGo,IR), where
- SCO = [SO,Co,>.O] is a CC with CO = (V8, V~,Nco) , and -IR is a mapping
which specifies for each rO E V~ a set lR(rO) of rules providing descriptions of
the relation vertex rO in (some of) information sources . Each rule in lR(rO) is
a triple (ISk , A, w), where
• ISk is an information source specified by KOS(ISk)

• A ~ V~ (the relation vertices set of SGk)

• wE VJ([A]ck) is a sequence ofdco(rO) concept vert ices of the subgraph [A]ck
spanned in Gk by the relation vertices in A.

Rule (ISk,A,w) E lR(rO) means that the star graph GO[rO], is translated in
the source ISk as [A]ck and ifw = Wi • . • w k (k = dco(rO)), then wi corresponds
to Nbo(rO) (i = 1, k). In other words, a rule interprets each relation vertex in
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the CG Mixer via a subgraph of the CG describing the appropriate local source.
This is done by means of an ordered sequence of concept vertices (the relations'
vertex neighbours). The CG Mixer is constructed manually by domain experts
(who understand the knowledge oriented specifications of the sources) . The
quality of the integration system depends on the complexity of CG so: and the
quality of the rules . The conceptual graph sc» represents the visual querying
interface provided to the user , in order to describe the graphical language in
which (s)he can interrogate the system.

The next two definitions fully formalize the querying mechanism for our
integration framework. They explain what a legal query is (the process of
retrieving the actual data tuples) and how the answer to a query is built .

Definition 3.4 (Querying a CG Mixer)
LetM.(IS1, ... ,ISn):= (SeQ,lR) be a ce Mixer.
A legal query over M.(IS1 , . . . , I sn) is any legal Qce for sc:
LetQ = [SQ ,arity,X'>'Q], be a legal Qce for seQ, with SQ = [S,Q,>.Q], Q =
(Ve, VR,NQ), andX ~ vc(*) . LetVR = {r?, ... ,r~} andH = [{r?, . .. , r~ } ] co

(the spanned subgraph of e D from which is obtained SQ by specialization).
Prom SQ a set lR(SQ) of graphs is constructed as follows:

- For each r? (i = I,m) take a rule (ISk; ,Ai ,Wi) E ~(r?).

- In each graph [Ai]Ck; , if the vertex w} has a generic marker in SCk; and in
SQ the j-neighbour of r? has been replaced by an individual marker, then the
generic marker of w} is replaced by this individual marker.
- Consider the union of all this graphs.
- Add to the graph obtained a special set of new vertex relations in order to
describe the neighborhood structure of the original graph H. All these vertices
have the special label (name) " = " and have exactly two neighbours (with
the meaning that the corresponding concept vert ices represent the same object).
More precisely, if N1(r?) = Nk(rJ) (in H the t-neighbour of r? is the same
concept vertex as the s-neighbour of rJ), then a new equality relation vertex
is added to the graph already constructed, with the I-neighbour vertex w~ of
[Ailck; and the 2-neighbour vertex w~ of [Aj]ckj .

The graphs from the set lR(SQ) can be considered as the set of all possible
query rewritings of Q .
Each graph RH E lR(SQ) can be expressed as a disjoint union of source sub
graphs, interconnected (as described above) by the equality relation vertices. Let
RHj be the (nonempty) subgraph of the graph SCj of the source ISj. For each
concept vertex wt in Vc(RHj) (which means that there is r? for which a rule
(ISj,Aj ,wj) has been used in the construction of RH), ifN~o(r?) has a query
marker, then assign a query marker to wt. The superscripts of these new query
markers can be numbered such that they will form a set {I, . . . , arity'} and also
respect the meaning in Q (that is, if the two original vert ices have the same
query mark, then their surrogates have the same new query marks). In this
way, we have obtained a legal qCe Q}RH for scr.
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Definition 3.5 (Answer to a qCG over a CG Mixer)
LetM(IS1, . . . ,ISn):= (SGo,lR) be a CG Mixer. LetQ= [SQ,arity,X'>'Q]'
be a legal qCG for SGo . The answer to Q over M(IS1, .. . , I sn) is the set
Ans(Q, M(IS1, .. . ,Isn» of all tuples (db'" , darity) ~ Darity
constructed as follows .
For each graph RH E lR(SQ) consider the corresponding qCGs QkH' find the
sets Ans(Qi, 'R.i(SGj,Mj» (using the wrapper Wj), combine the tuples from
these sets such that the equality relation vertices of RH to be satisfied, and the
set of all successful combinations is Ans(RH). Finally,

Ans(Q, M(IS1, .. . , Isn» := URHEJR(SQ)Ans(RH).

The remainder of the section will present the Layered Conceptual Graphs, a
semantically sound and complete hierarchical extension of conceptual graphs.
LCGs are used in order to be able to present the user with different detail levels
of the integrated view.

LCGs, a representation formalism evolved from CGs [27], were introduced to
addresses the inherent ontological and factual issues of hierarchical integration.
LCGs allow us to highlight a new type of rendering based on the additional
expansion of relation nodes. The idea of a detailed knowledge context can be
traced back to the definition of Simple Conceptual Graphs (SCGs) [27], to a
further development of the structures of these graphs [13], and to the definition
of the more elaborate Nested Conceptual Graphs [4].

The difference between Layered Conceptual Graphs and Nested Graphs is
due to the fact that nested graphs do not address the description of relations
between the 'zoomed' knowledge and its context. The nodes' context in nested
graphs allows transition between conceptual graphs but the overall conceptual
structure is no longer a properly defined bipartite graph. Transitional descrip
tions are a syntactical device which allows a successive construction of bipartite
graphs. The knowledge detailed on a level of a hierarchy is put in context by
using descriptions for both relation and concept nodes.

Definition 3.6 Let SG = IS, G, >.] be a simple conceptual graph, where G =
(Ve, VR; EG' l). A transitional description associated to SG is a pair TV =
(D, (SG.d)dEDUNa(D» where:

• D ~ Ve is a set of complex nodes.

• For each d E D U NG(D), SG.d = [S.d, G .d, >. .d] is a SCG.

• If d E D, then SG.d is the description of the complex node d . Distinct
complex nodes d, d' ED have disjoint descriptions G.d n G.d' = G0.

• If dE NG(D), then either G.d = G0 or G.d =I- G0. In this case, NG(d) - D ~

Vc(G.d) and Ve(G.d) n Vc(G.d') =I- 0 for each d' E NG(d) n D. Moreover,
Sd;2 S Ud'ENa(d) Sd" >..d(v) = >.(v) for v E NG(d) - D and >..d(v) = >. .d'(v)
for v E Vc(G.d) n Vc(G.d') .
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Note that if G.d = G0 for d E Na(D), we have no description available
for relation vertex d. This either depends on a lack of information or on an
inappropriate expounding. The idea traces back to the notion of context in
[261 or to the more elaborate notion of nested conceptual graph [41. However,
as our approach is not just a diagrammatic representation, the bipartite graph
structure is taken into account.

Definition 3.7 Let d a nonegative integer. A layered conceptual graph (LeG)
of depth d is a family LG = ( SGo,TVo, . .. ,TVd

- 1 ) where:

• SGo = [SO, (V8, V~; EO), AO)] is a SeG,

• TVo is a transitional description associated to SGo,

• for each k, 1 ::; k ::; d - 1, TVk is a transitional description associated to
SGk = [Sk, (vj, V~; Ek), Ak)] = TVk-1(SGk- 1).

SGo is the base simple conceptual graph of the layered conceptual graph LG
and SGk = TVk-1(SGk-l) (k = 1, . . . , d), are its layers.

In other words, if we have a interconnected world described by a SCG and
if we can provide details about both some complex concepts and their rela
tionships, then we can construct a second level of knowledge about this world,
describing these new details as conceptual graphs and applying the corres
ponding substitutions. This process can be similarly performed with the last
constructed level, thus obtaining a coherent set of layered representations of
the initial world .

4 Conclusions

In this paper we introduce a novel knowledge-oriented specification technique
for data integration. We have used this technique in the context of layered con
ceptual graphs in order to perform structured knowledge oriented integration.
We believe that this technique can be used in different areas such as data and
ontology integration, information management and retrieval or e-learning.

We also believe that a ' lightweight ' knowledge model such as the one provided
by conceptual graphs, which does not force schemas to look like frame-based
ontologies could facilitate the identification of interschema mappings.

The contribution discussed in this paper is twofold . Firstly, we integrate in a
formal way two different knowledge representation techniques, namely KOS and
LCGs. Secondly, we describe the methodology of such hierarchical knowledge
oriented specification for information integration.

Data sources in our approach to information integration are represented
using conceptual graphs (CGs). A Knowledge Oriented Specification (KOS)
for a knowledge source is a conceptual graph that syntactically describes the
data. The specification does not try to exhaustively describe the sources, but
it provides a description of the accessible data. These sources are linked to
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their KOS by way of a wrapper and are encapsulated within an integrated
schema. A set of rules associated with the schema directs every query to the
appropriate sources during the querying process. Individual query results are
then combined and provided to users . These results are presented with different
detail over the integrated view of the sources, which are modelled using CGs .

No existing approaches have tackled the integration problem in the above
way. Consequently, we believe that our approach offers a novel way of thinking
about integration. Our approach is similar in spirit to techniques introduced
by Decker and Melnik 119] and by Ehrig and Staab in the QOM approach 112].

Finally, investigating the use of natural language processing techniques for
studying user queries in order to automatically define the integration hierarchies
promises to be an interesting area for future research.
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Abstract

This paper argues that, because the documents of the semantic web are
created by human beings, they are actually much more like natural lan
guage documents than theory would have us believe. We present evidence
that natural language words are used extensively and in complex ways in
current ontologies. This leads to a number of dangers for the semantic
web, but also opens up interesting new challenges for natural language
processing. This is illustrated by our own work using natural language
generation to present parts of ontologies.

1 Preamble

The work described in this paper originated as part of a project to generate
natural language from ontologies for the semantic web. On the face of it, this
seems like a fairly straightforward application of natural language generation
(NLG) research, which studies the task of generating appropriate linguistic ma
terial from originally non-linguistic inputs. Indeed, there is a growing amount
of work on NLG from semantic web material, given the practical importance
of presenting such material to knowledge engineers and users.

Standardly, building an NLG system requires constructing a mapping (some
times called a lexicon) between the terms of the input representation and natu
rallanguage words and phrases [11]. This mapping is always domain-dependent
since, although different applications may share the same basic syntax for their
input representations (e.g. perhaps some syntax for first order logic), neverthe
less each domain has its own idiosyncratic repertoire of predicates, concepts,
etc . and these map onto natural language in ways that correspond to specific
language use in the domain [6] .

When we started to look seriously at semantic web ontologies as the domain
for NLG, it became increasingly clear that viewing human-written ontologies
as just another non-linguistic form of input was missing the point in many

77



78

respects. We were forced to question the traditional view of how ontologies
relate to natural language and therefore what NLG from ontologies should or
could be .

2 The Relation between Ontologies and
Natural Language: In Theory

The semantic web relies on the representation and exchange of knowledge using
agreed terms. These terms are listed and further specified in ontologies, logical
theories specifying conceptualisations of parts of the world . These conceptual
isations are simplified models of the world developed for particular purposes.
In the end , successful exchange of knowledge relies on an agreement on the
semantics of the terms in an ontology and in the use of these terms in ways
consistent with this semantics. This is usually only possible if the intended use
is similar to that envisaged when the ontology was developed.

The terms in an ontology are different in kind from natural language words,
although often they appear to be related to actual words in English or some
other human language [5] :

1. Terms in an ontology are given a precise formal, but shallow, description,
whereas natural language word senses can only be defined informally and
in a way that relies on deep human knowledge. For instance, the differ
ence between the English words "mistake" , "error", "blunder" and "slip"
involves subtleties (about amount of criticism expressed and assumed ac
cidentalness of the described event) that could not easily be stated in
current ontology definition languages.

2. The whole point of ontologies is to ensure that there is exactly one mean
ing for each ontology term; this contrasts with the situation in natural
language where there are complex word-meaning relations. For instance,
the English word "leg" is ambiguous between (at least) part of a piece
of furniture, part of an animal or part of a journey. Conversely, different
words like "mistake" and "blunder" might be considered to have very
similar meanings for some purposes.

3. Ontologies are designed to be complete and minimal for specific appli
cations; human languages are open-ended and idiosyncratic, with gaps
and duplications. For instance, Spanish has no word for the concept of
"stab".

4. Terms in an ontology are carefully chosen for relevance in some domain
or for some intended use. Natural language words , on the other hand,
reflect the world view/culture of the language users and the historical
development of this view/culture in much more complex ways.

In summary, ontologies can be regarded as a formalisation of some kind of
ideal , "good practice" in natural language word use, where communication can
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be precise and successful every time . This is much the same as the way in
which formal logic arose as an attempt to formalise "good practice" in natural
language argumentation. In both cases, the formalisation captures some ele
ments of the real world but also makes many simplifying assumptions. So it is
necessary to distinguish between ontology terms and natural language words 
they are very different sorts of things.

3 The Relation between Ontologies and
Natural Language: In Practice

In some domains (particularly parts of Medicine) ontologies make a strict dis
tinction between the ontology terms and natural language words that can be
used to express them. In addition, ontology definition languages provide fa
cilities (e.g. the RDFS label construct) to express natural language words
separately from the ontology terms. However, in practice in many cases on
tology designers choose versions of natural language phrases as their formal
terms. In logical terms, it makes no difference whether a concept is labelled
in a way that can be "understood" by humans, e.g. Leg, rather than as an
arbitrary identifier , e.g. 040274. It is therefore natural for ontology design
ers to choose mnemonic names for their concepts and properties. However,
there are dangers in this. Current ontology languages are extremely simple
logics, with very low expressive power. So a set of axioms about the term Leg
cannot possibly capture more than a tiny part of what (some sense of) "leg"
means. The formal definition that an ontology provides for a term dramati
cally under-specifies what the term means. But if the ontology designer labels
their concept Leg, unless they can turn off their in-built natural language un
derstanding (and disambiguation) capabilities they can easily have the illusion
that they have captured the exact sense that they require. Similarly a user of
the ontology can easily get a false sense of security in using this concept, simply
because of its name. This is an instance of the problem of ''wishful mnemon
ics" discussed by McDermott [7]. McDermott described how inappropriate use
of natural language terms for programming constructs, program modules and
symbols in knowledge representation languages can mislead, in terms of the
actual problem solved and the power and sophistication of the approach:

"A good test for the disciplined programmer is to try using gen
syms in key places and see if he still admires his system" [71

And yet AI practitioners seemed to be happy to create these illusions, or un
aware of what they were doing (and maybe they still are ...).

In terms of the semantic web endeavour, such problems could represent a
real threat to progress. Not least, using natural language names could easily
lead to an ontology designer failing to express axioms which are "obviously
true" but in fact very necessary in order to make necessary distinctions for
a computational agent (or a native speaker of a different language). For the
purposes of this paper, however, the main conclusion to be drawn from this
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discussion is that the semantic web - its ontologies and knowledge bases 
could actually be a lot more like natural language documents than the theory
says they should be.

4 Linguistic Structures in Real Ontologies

To investigate the extent to which existing ontologies make use of natural lan
guage terms, we carried out an experiment to see what structures are present
in the names used in actual ontologies available on the internet. In this experi
ment, we concentrated on OWL ontologies [8J, filtering out ontologies (such as
WordNet) that are specifically designed to represent linguistic information.

We wrote a Java program using the Google API to help us look for online
ontologies coded in OWL. We did this using the keywords "owl filetype : owl",
which indicates that our desired ontologies must contain the string "owl" as
well as having owl as their file extension (filetype:owl indicates the file type,
and every legal OWL ontology must contain the string "owl") . Using these key
words, theoretically all online ontologies found by Google should be returned.
Actually we obtained around five thousand links; however only some of these
links were able to provide us with real ontology files, because firstly , Google
limits its API not to be accessed more than one thousand times per day, and
also because some of the links were not available. In total we collected 882
ontology files coded in OWL (111 Mb) as our corpus.

In analysing these ontologies, we were interested in two kinds of names,
names of classes and names of properties, and wanted to know what these names
consisted of. In order to detect the English words contained in these names , we
used the WordNet [10J API to help us recognise English words occurring in these
names . Because there are no agreed rules for how to name concepts, people use
various ways of giving names, e.g., PostgraduatePhD, International-Student,
red.untie , Redwine2004, hasProducer, part..oj and even meaningless strings
like ABC, ED009 etc . In our approach we can detect multiple English words
joined together if there is any separator between them, such as a capital letter,
a underline or a number. For instance, PostgraduatePhD will be recognised
as two English words . Each name is associated with a pattern recording its
analysis as a sequence of parts of speech . Formally, a pattern is a string in the
language:

L = (NounIAdjIVerbIPrepIAdvIThanIOrIUnIC)*

where Noun etc . name standard parts of speech (Than and Or being used
for particular closed class words that appeared in the corpus), Un names an
unknown word and C names a capital letter not starting a recognised word
(sequences of capital letters were not further analysed). Thus, for instance,
PostgraduatePhD is analysed as NounNoun and ICDlO is represented as CCUn.
Patterns can be surprisingly long: for instance, the pattern

NounNounPrepNounNounPrepNounUnNoun
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I Frequency I Percentage I
Noun 5084 14%
NounNoun 4092 11%
UnUn 1837 5%
Un 1755 5%
AdjNoun 1528 4%
NounNounNoun 1378 4%
UnNoun 1366 4%
AdjNounNoun 681 2%
NounUn 577 2%
UnNounNoun 482 1%
... . .. . ..
TOTAL 37260 100%
(.)"Noun 26708 72%
Noun" 11011 30%
(CIUn)" 5266 14%

I Pattern

Figure 1: Frequencies of patterns in class names

is the analysis of the class name made up ofthe words "Muscle Layer of Sec
ondary Duct of Left Coagulating Gland" joined by underscores. In the situation
of handling a word which can be recognised as a noun and also as a verb (e.g.,
"work" ), our system treats the word as a noun when it analyses names of
classes, and treats it as a verb when analysing names of properties, because we
believe that nouns have a higher possibility than verbs to occur in names of
classes, while verbs have a higher possibility to occur in names of properties. In
addition, our system can do simple morphological analysis including detecting
plural nouns and verbs in present, past or passive tense by using two sets of
linguistic rules and applying them to every input name. When the above two
cases occur together (e.g., "works" may be a plural noun and also a present
verb), the system gives the rules for handling plural nouns higher priority when
it analyses names of classes and gives the rules for handling verbs higher pri
ority when analysing names of properties. For instance, "works" is seen as a
noun when the system analyses names of classes, but as a verb when analysing
names of properties. There may be some special cases of names that our system
cannot recognise, because firstly our rules may not cover all possibilities and
also the WordNet API has limits on the words it can recognise. However, the
analysis was enough to enable us to determine useful information about the
general forms of names that people have used in defining OWL ontologies.

Figure 1 shows the frequenc ies of some of the patterns that applied to the
37260 different class names found . These frequencies are the frequencies that
classes were defined in ontologies (first introduced; not the number of times
they were used). If the same class name was used in more than one ontology,
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I Frequency I Percentage I
Verb 132 10%
VerbVerb 129 10%
Noun 80 6%
VerbPrep 73 5%
VerbNoun 72 5%
VerbVerbVerb 50 4%
NounPrep 36 3%
VerbVerbPrep 35 3%
Un 32 2%
VerbVerbNoun 31 2%
NounVerb 31 2%
VerbAdv 23 2%
VerbAdjVerb 23 2%
VerbUn 21 2%
VerbNounVerb 21 2%
VerbNounPrep 16 1%
... ... ...
TOTAL 1354 100%
Verb(.)* 885 65%
Noun(.)* 216 16%
(.)*Verb 571 42%
(.)*Prep 262 19%
(CIUn)* 43 3%

I Pattern

Figure 2: Frequencies of patterns in property names

it is counted several times. There were 3003 different patterns found, and the
first ten are listed in order of frequency in the figure. Below are frequencies
for selected meta-patterns (regular expressions over patterns). From these it
can be seen that 72% of the class names ended with recognised nouns. Also
30% consisted entirely of strings of nouns (up to 7). Finally, only 14% of the
class names contained no recognised word (i.e. are composed of entirely of
unknown words and capital letters). So there is clearly a considerable amount
of linguistic material in these names .

Figure 2 shows similar frequencies for property names . This time, for techni
cal reasons, multiple uses of the same name in different ontologies were counted
as just one occurrence. Although the numbers are smaller (and the popular
patterns now include adverbs and prepositions), there are many similarities (es
pecially when one considers that ambiguous verb/nouns will have been classed
as nouns for the class names and verbs for the property names).

These figures give a striking picture of the extent of linguistic material in
existing ontologies, and also of its relative complexity.
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5 The Semantic Web as a Linguistic Resource

That the semantic web is partly a linguistic resource is implicitly acknowledged
by applications such as ontology reconciliation [4] and ontology search [14J .
Such applications assume that, in general :

1. The names of concepts and properties matter and

2. The names of concepts and properties are meaningful to a human user .

Such applications would not be able to work without making these assumptions,
which basically amount to requiring that concept and property names make use
of natural language words.

If the documents of the semantic web are at least partially linguistic in na
ture, then we can apply variations of natural language processing operations
to them. Indeed, NLP techniques may be needed in order to fully understand
what is actually stated in these documents. For instance, word sense disam
biguation techniques may be required to handle concepts with unsufficiently
specific defining axioms; machine translation might be required to translate
ontologies into different languages. Some signs of this are beginning to be seen,
for instance in work to measure the similarity between ontologies and natural
language texts using an adaptation of "bag of words" models [3J.

That complex NLP may be needed for significant uses of documents is
disappointing news for the semantic web, but offers many interesting tasks for
NLP researchers to develop existing techniques in the context of a version of
semi-structured natural language.

6 Opportunities for Natural Language
Generation

As we discussed in the preamble, a significant cost in developing an NLG system
for a new domain is the production of a lexicon for the domain, relating concepts
in the domain to natural language words that can be used to denote them.
This means that NLG systems are in practice domain-dependent. Indeed, it is
a significant challenge to the field to produce portable systems or even system
components [9J .

If semantic web documents are largely already filled with words in the de
sired natural language, then there is the prospect of building NLG systems
very cheaply, because the lexicon comes "for free" . Indeed, one can envisage
domain-independent NLG systems for the semantic web, which have no specific
domain resources but merely access to generic linguistic resources which enable
them to decode the linguistic material already present in the input. NLG in
such a situation avoids many of the problems of traditional NLG (specifically
lexical choice) and is more like reconstituting natural language sentences from
linguistic fragments - an extreme form of the kind of flexible NLG from existing
phrases used in multi-document summarisation [I],
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As yet, however, although many researchers have sought to produce domain
independent fmmeworks for building NLG systems for the semantic web, to our
knowledge there has been no proposal to construct a single domain-independent
system for producing language from semantic web material. Indeed, our exper
iment shows that some technical problems need to be addressed for this vision
to become a reality:

• Concept and property names can be made from multiple words. Also
abbreviations can be used . Some simple natural language analysis is
necessary to handle these cases and also unknown words, which may be
names.

• Morphological analysis is needed to recognise, for instance, plural nouns,
present and past participles. There is also part of speech ambiguity.

• Translating from property names to appropriate realisations may be non
trivial. For instance, if a concept X has the value Y for the property
contains, does this mean that "X contains Y" or that "X is among the
things that Y contains"?

It may well be possible to find appropriate engineering solutions to the
above problems. But there are also dangers:

• Words may be used in unnatural technical senses, which means that re
ferring to a concept by its name may actually mislead.

• It may not be clear which words in the NLG output are the terms of the
ontology and which are informal NL words - which words are being used
to explain which others?

• There may be serious consequences of cases of inaccurate analysis. E.g. a
word might have a particular quite specific interpretation in this ontology,
but may be used in the language as if it has another sense .

7 Our own work

Our current research is addressing the problem of presenting parts of OWL
DL ontologies in natural language. This will extend existing approaches to
generating from simpler DLs (e.g. [12]) by taking into account the fact that in
a language like OWL DL a concept is described more by a set of constraints
than by a frame-like definition. Hence information about a concept cannot
be presented in a single sentence but requires an extended text with multiple
sentences, the overall structure having to be planned so as to be coherent as
a discourse. The work is also different from other work which generates text
about individuals described using ontologies [13, 2], in that it presents the
ontology class axioms themselves.

Following our experiments, our initial approach is to see how much can be
achieved with no restrictions on the ontology (as long as it is expressed in legal
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OWL DL) and only generic linguistic resources (such as WordNet) . This is also
motivated both because

• there is a practical need to present parts of arbitrary current ontologies
(which often come with no consistent commenting or linguistic annota
tions) and also because

• if we can determine the main deficiencies of such an approach then we
can then make informed recommendations about what kinds of extra
annotations or naming conventions would be valuable in the ontologies of
the future.

So we aim to maximise the use made of the existing linguistic material in an
ontology, even though there could also be dangers in doing so.

The following example shows the kind of text we are currently able to gener
ate (assuming some manual postprocessing for capitalisation and punctuation):

What is a MEA?
A MEA is a kind of Actuality which
contains exactly 1 thing, which is
a Cathode, an Anode and an Elec
trolyte. Everything a FuelCell con
tains is a MEA . Only something which
is a FuelCell, a MEA , an Electrode or
a Catalyst contains something.

Although there are no agreed principles for naming concepts and properties
in ontologies, it is encouraging that a large percentage of these names include
English words which can be recognised by WordNet . This gives us a chance to
interpret the syntax of these names and help us produce more fluent natural
language. For instance, for the constraint:

restriction(Onproperty(hasProducer)
allValuesFrom(French) )

we can say "has a producer who is French" , instead of something like "has
a property, hasProducer, which must have as its value, something that is in
the class French". The above example gains greatly from this - in this case,
WordNet is able to provide all the relevant part of speech information, except
for MEA (and we have provided the information that "MEA" is a noun by
hand) .

Our current approach to realising an axiom in English involves a search
through multiple rules matching against structural patterns in OWL axioms
and attempting to exploit part of speech information about the names where
this can be inferred. This search may yield several possible realisations. We
currently choose between these according to how closely they come to having
an "ideal" sentence length. This parameter can be set in advance according to
text requirements.
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In the future, we would like to find generic rules for how ontology builders
name concepts and properties, and how these can be exploited in realisation, by
doing further analysis of our existing corpus. The aim is to get elegant natural
language without requiring domain-dependent resources.

8 Conclusions

Semantic web documents contain a surprising amount of complex linguistic
material. The reliance of knowledge engineers on this leads to dangers of inad
equate formalisation . It also leads to a number of interesting and challenging
tasks for natural language processing. In particular, there is a prospect of
building domain-independent NLG tools for presenting semantic web material.
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Abstract
jCOLIBRI is an Object-Oriented framework in Java that promotes soft
ware reuse for building CBR systems. It integrates the application of well
proven Software Engineering techniques with a knowledge level descrip
tion that separates the reasoning methods from the domain model. In this
paper we present the evolution of the framework towards a Semantic Web
Services (SWS) architecture where problem solving methods are repre
sented as Web Services. In order to compose these services, our proposal
uses an ontology with common CBR terminology and a Description Logic
reasoner for choosing the most appropriate problem solving method.

1 Introduction

Case-Based Reasoning (CBR) is one of the most successful applied AI technolo
gies of recent years . Commercial and industrial applications can be developed
rapidly and existing corporate databases can be used as knowledge sources.
Help-desks and diagnostic systems are the most common applications. CBR is
based on the intuition that new problems are often similar to previously en
countered problems, and therefore, that past solutions may be reused (directly
or through adaptation) in the current situation. CBR systems typically apply
retrieval and matching algorithms to a case base of past problem-solution pairs.
Another very important feature of CBR is its coupling to learning. The driving
force behind case-based methods has to a large extent come from the Machine
Learning community.

Developing a CBR system is a complex task where many decisions have to
be taken. The system designer has to choose how the cases will be represented,
the case organization structure, which methods will solve the CBR tasks and
which knowledge, besides cases, will be used by these methods. This process
would greatly benefit from the reuse of previously developed CBR systems.

'Supported by the Spanish Committee of Science & Technology (TIC2002-01961)
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Software reuse is a goal that the Software Engineering community has pur
sued from its very beginning [19) . From this effort a number of technologies have
appeared that directly or indirectly promotes software reuse: object-oriented
frameworks , component technologies, design patterns, domain analysis, soft
ware architectures, software product lines , model driven architectures, to men
tion just a few. Most of these technologies have been applied in those software
domains where mass production is required and where reuse is a must. Unfor
tunately AI systems have remained for too long in the prototype arena and,
in general, AI researchers do not worry too much about software engineering
concerns. The most significant and long term effort within the AI community
to attain effective software reuse is the KADS methodology and its descen
dants: CommonKADS[6] and UPML[14J. The KADS approach for building
knowledge based systems proposes the reuse of abstract models consisting of
reusable components, containing artificial Problem Solving Methods(PSMs),
and ontologies of domain models. Nevertheless, the main emphasis in KADS
is the definition of formal specification languages for the components, a formal
approach to Software Engineering that departs from the mainstream results in
this area.

During the last few years we have developed jCOLIBRl1, a framework for
developing CBR systems [11][12][4J . jCOLIBRI promotes software reuse for
building CBR systems, and tries to integrate the best of both worlds: the
application of well proven Software Engineering techniques with the KADS key
idea of separating the reasoning process (using PSMs) from the domain model.

In this paper we envision the evolution of this framework into an open dis
tributed framework where PSMs are represented as web services. This allows
users to search and compose the components of their CBR applications using
third party developed PSMs that are published in Internet. This way, differ
ent method families can be selected, configured and executed remotely without
downloading them to a local machine. Another feature is the remote case base
access as developers can publish their case bases avoiding the local installation.
Section 2 describes the main ideas lying behind jCOLIBRI and its current
architecture pointing out PSMs descriptions. Section 3 studies current Seman
tic Web Services (SWS) architectures and Section 4 describes our framework
transformation into a SWS platform focusing the reasoning process using De
scription Logics (DL) for locating and composing web services . Finally, Section
5 concludes and explains future work.

2 jCOLIBRI

jCOLIBRl is an evolution of the COLIBRI architecture [11], consisted of a li
brary of problem solving methods (PSMs) for solving the tasks of a knowledge
intensive CBR system along with an ontology, CBROnto[12J . The tasks and

1http://sourceforge.net/projects/jcolibri-cbr/
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Figure 1: jCOLIBRI Task Structure

methods library is a knowledge level description [21] that guides the framework
design, determines possible extensions and supports the framework instantia
tion process. Tasks and methods are described in terms of domain-independent
CBR terminology which is mapped into the classes of the framework . This ter
minology is defined in CBROnto, separating the domain knowledge and the
tasks and methods terminology.

CBROnto includes a task decomposition structure that is influenced by the
Components of Expertise Methodology [24]. At the highest level of generality,
they describe the general CBR cycle in terms of four tasks (4 Rs): Retrieve the
most similar case/s, Reuse it/their knowledge to solve the problem, Revise the
proposed solution and Retain the experience. Each one of the four CBR tasks
involves a number of more specific sub-tasks. There are methods to solve tasks
either by decomposing a task in subtasks or by solving it directly.

Figure 1 depicts the task decomposition structure we use in our framework.
Besides this task structure, jCOLIBRI includes the library of PSMs to solve
these tasks. It describes CBR PSMs by relating them within CBROnto concepts
representing the tasks and domain characteristics. Each PSM must resolve a
task, so tasks can be view as the main PSM applicability precondition.

2.1 Framework components

jCOLIBRI is organized around the following elements:

• Storage Layer: Contains the case base stored in a data base, plain text
file, XML file or Description Logics ontology. The framework provides
several connectors for loading cases from these sources .

• Core: Contains the configuration and execution engine.



Lighweight
Java WWWClient

,

Clients

J2EE

91

Data I Knowled e Sources..
Figure 2: jCOLIBRI Framework Structure

• Tasks and Methods: Libraries with available tasks and methods for cre
ating CBR applications.

• CBROnto, General Domain Knowledge, Case Base: Knowledge managed
by the framework and generated CBR applications.

• Description Logics Reasoner. This parts enables reasoning for CBR appli
cation configuration. It allows PSM selection and composition, similarity
functions applicability, etc.

• Clients: Provide the user interface. Currently, jCOLIBRI only supports
standalone java user interfaces.

This structure is depicted in Figure 2. Framework instantiation is aided
by several tools that allow task and method definitions, PSM composition,
case description and case base connector configuration. These tools have been
described in [161.

Regarding methods, most approaches consider that a PSM consists of three
related parts. The competence is a declarative description of what can be
achieved. The operational specification describes the reasoning process, i.e ,
how the method delivers the specified competence if the required knowledge is
provided. And the requirements describe the knowledge needed by the PSM to
achieve its competence [151 .
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Our approach to the specification of PSM competence and requirements
makes use of ontologies and provides two main advantages. First, it allows
formal specifications that add a precise meaning and enables reasoning support.
Second, it provides us with important benefits regarding reuse because task and
method ontologies can be shared by different systems. Method descriptions are
stored in a XML file that includes the following elements:

Name The fully qualified name of the class that implements the method.

Description A textual description of the method.

ContextlnputPrecondition A formal description of the applicability require
ments for the method, including input requirements.

Type jCOLIBRI manages two types of methods: execution (or resolution) and
decomposition. Execution methods are those that directly solve the task,
for which has been assigned to, while decomposition methods divide the
task into other subtasks.

Parameters Method configuration parameters. Parameterizes PSMs for spe
cific instantiations.

Competencies The task (or tasks) that this method is able to solve.

Subtasks In decomposition methods this element provides the list of tasks
that result from dividing the original task.

ContextOutputPostcondition Output data information obtained from the
method execution. This information is used, among other things, to
compose different PSMs checking which method can take as input the
output of the previous one.

Using this method descr iption, users can create a CBR application following
an iterative process: First they decompose the CBR cycle into a task structure
as explained in the introduction of this section. Then, while the system is not
complete, they select one of the tasks without a method assigned and choose a
method that resolves it .

jCOLIBRI has a tool that aids users to realize this process. It reasons about
applicable methods for each task, using the method description detailed above.
First, it uses the list of tasks contained in the competencies field to obtain
only the methods that resolve the task and later computes applicable methods
reasoning with, the pre/post condition data stored in the GontextlnputPrecon
dition and GontextOutputPostcondition fields. This reasoning is done using the
DL reasoner.

Following sections describe our proposal for transforming this framework
based on PSMs into a distributed framework where methods are defined as
services using modern Semantic Web languages.
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3 jCOLIBRI as a Semantic Web Services
Architecture

Nowadays, jCOLIBRI is managed using source!orge2 , a software development
website that provides a version control system (CVS) . Users check out the
source code of the framework and use its library of PSMs. They also can extend
or create new methods. Our goal with jCOLIBRI has been to provide with a
reference framework for CBR development that would grow with contributions
from the community. But problems arise just there. If a user wants to share a
new method he must send it to the developers and wait until they check that
it is suitable and include it in a new framework release.

To avoid these problems we need a distributed framework where everybody
can share their contributions by publishing them in Internet . Here comes our
idea of translating our PSMs into Semantic Web Services.

First, we are going to introduce a brief state of the art in Web Services
technologies and later we are going to present how can be applied to our frame
work.

3.1 Semantic Web Services Overview

Actually there are three main Semantic Web Services (SWS) architectures:
OWL-S based architectures [26][25] (boosted by W3C3

) , WSMX [9] and IRS
[8][13] . These platforms are composed by an architectural proposal that defines
the system components and a language proposal for defining Web Services.

W3C systems have not a clearly defined components architecture, although
they focus in the language: OWL-S . This standard is an evolution of OWL,
a widely applied ontologies representation language. IRS platform is based on
PSM descriptions founded on UPML[14] and OCML[20] . Last one, WSMX, has
its own architecture and a services description language: WSML. Also , there
are some initiatives that are trying to update IRS into the WSMX platform
[10][13] . As result, OWL-S and WSML are the most important initiatives for
describing Web Services.

Anyway, it is possible to extract common features from these platforms that
must be took into account when building a Web Services system [7][26][18]:

• Shared terminology represented through ontologies.

• Information exchange protocols. SOAP is the most used protocol.

• Directory that allows services discovery. UDDI is the main protocol.

• A parser and a reasoner that understands the language used for describing
services.

• Matchmaking system between goals and services.

2http://sourceforge.net/projects/jcolibri-cbr
3http://www.w3.org/
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Figure 3: jCOLIBRI Semantic Web Services architecture

• Control flow primitives that organizes services composition.

• Mediators between services and data.

• Storage capabilities.

• Security capabilities.

• A coordination platform between different systems.

Our proposal for a Semantic Web evolution of jCOLIBRI uses these common
features as a design guide for defining the new architecture.

After studying the available platforms we have chosen the OWL-S architec
ture. Main two reasons are:

• It is an OWL evolution, the most important ontology description language
that is supported by several tools and platforms like PROTEGE.

• The another option, WSMX fixes a rigid software components architec-
ture that can be hardly applied to our current framework design.

Once we have chosen the proper platform we must transform the framework
looking at two axis: the software components and technologies, and the lan
guage description and reasoning features.
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3.2 Software Components and Technologies

Our new architecture is going to maintain the current GUI for composing PSMs
using task decomposition. The main difference consists on it is going to look for
methods both in the local library as well as Internet. For service discovering we
need a central directory where Web Services can be published. It can be easily
implemented using JUDDI, an UDDI protocol implementation. This central
directory can be seen as the new automatic sourceforge replacement where
users are going to publish and discover methods.

From users point of view, they are going to have a client that allows PSM
composition because it reasons with the method descriptions, and a server that
facilitates PSM publishing. As it was said before, the client is going to be
based on the current jCOLIBRI GUI although adding Web Services discovery
capabilities using an OWL reasoner (this feature is discussed in the next sec
tion). For Web Services publishing we are using Apache AXIS 4, a SOAP and
WSDL implementation, together with its OWL-S Plugin 5 that allows OWL-S
publishing and discovering. Figure 3 illustrates this new architecture.

As next section describes , we need to provide ontologies management ca
pabilities that allows reasoning over services descriptions. This is implemented
using JENA6, a Java framework for writing Semantic Web applications that
can intercommunicate with different reasoners like Racer[17J or Pellet[23J using
the standard DIG interface (see [3]).

3.3 Service description and reasoning capabilities

As we have already mentioned, OWL-S is an OWL ontology designed for de
scribing Semantic Web Services and is divided into three main components:

Service Profile Defines "what the service does", in a way that is suitable for
a service-seeking agent to determine whether the service meets its needs.
This is the part that we are interested in this paper, as it describes services
pre/post conditions.

Service Model The service model tells a client how to use the service, by
detailing the semantic content of requests, the conditions under which
particular outcomes will occur , and , where necessary, the step by step
processes leading to those outcomes. That is, it describes how to ask for
the service and what happens when the service is carried out.

Grounding Specifies the details of how an agent can access a service . Typi
cally a grounding will specify a communication protocol, message formats,
etc . Usually, applied protocols are SOAP and WSDL protocols, existing
several implementations being AXIS the most popular.

4http://ws.apadle.org/axis/
Shttp://ivs.tu-berlin.de/Projekte/owlsp!ugin/
6http://www.hpl.hp.com/semweb/jena2.htm
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Service profile defines the method Inputs, Outputs, Preconditions and Effects
(called lOPEs). Therefore, our current method description schema using XML
that was introduced in Section 2.1 must be translated into this new approach.
As OWL-S does not bind to any specific language for conditions representation,
we have choosen an OWL subset defined as OWL-DL for representing our PSMs
features because of its correspondence with DLs reasoning capabilities.

Fist of all, we must explain how methods are composed in the current frame
work. PSMs interchange data using a blackboard mechanism that contains the
Context at each execution step. This context contains all the information and
parameters that methods need: query, cases, intermediate calculated results,
etc . Accordingly, when translating this approach into OWL-S we are going to
use the inputs and outputs definitions of the service profile for interchanging
this context.

Our proposal consists on representing the ContextInputPrecondition and the
Competencies list as an OWL-DL description stored in the Preconditions at
tribute of the OWL-S profile. Respectively, the ContextOutputPostcondition is
stored in the Effects attribute.

When composing services , we use a context instance C, for representing the
actual state of the CBR cycle. This context is also represented as an OWL-DL
expression. Each PSM contains a context precondition concept and returns a
context postcondition instance. So, if we want to compose two PSMs PS M i and
PSMi+l our framework must compute if the context instance O, returned by
PSMi can be classified as an instance of the precondition concept of PSMi +1.

jCOLIBRI tasks and methods composition mechanism is going to use this
schema to guide the user when assigning a method that resolves a task. The
selection and composition algorithm of this new approach follows these steps:
(1) Asks the services directory for published methods. (2) Looks for the current
task into their Competencies list and selects the methods that contain the task.
(3) Computes the reasoning explained in the previous paragraph for choosing
the applicable methods for the current context and offers them to the user . (4)
Finally, the user chooses the method that solves the current task.

Figure 4 describes the CBROnto subset (formalized in OWL) for representing
jCOLIBRI contexts. A context instance is going to be composed by a case base
description (size and structure), query structure, case structure and features,
data types contained by cases (as they restrict applicable methods), etc . This
figure only shows the is-a relations although the context object is related with
the remaining concepts using several properties.

Classified below the context concept we have defined several contexts. Each
one of these contexts represent the precondition of a PSM of our library. For
example, the methods developed in the textual extension of jCOLIBRI[22] need
to define a context that uses a small or medium size case base with linear
organization and contains textual cases with solution. Textual cases are defined
as containing at least a Text typed attribute. This definition can be created
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using PROTEGE or coded directly in OWL. Figure 5 shows the PROTEGE
definition of these requirements .

As described before, the DL reasoner uses the services preconditions that
contains contexts definitions to compute which methods are suitable for any
context. Continuing with the example, we have defined a context instance that
is returned by a method. It is shown in Figure 6 where concepts are drawn
as circles and instances as diamonds. Our example is composed by a context
instance contextl that has case base casebasel that is small smalll and has a
linear organization linearorganizationl . Case structure easel contains a Text
data type textl and has a solution solutionl, Note that several details, like
case or solution structure definition has been removed for clarity reasons.

Using the reasoner we can classify the contextl instance and infer if it is a
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Figure 6: A context instance definition

TextualContext instance. Figure 7 shows PROTEGE answer when classifying
contextl into CBROnto. As result, we can know if a method is suitable for
a specific context at each execution step. As we are using the Jena package
for ontologies management, we can use several reasoners like Racer or Pel
let, supporting the DIG reasoners interface that allows a transparent reasoner
communication.

4 Conclusions

In this paper we have described the evolution of the jCOLIBRI framework
towards a distributed architecture based on Semantic Web Services.

jCOLIBRI provides a battery of PSMs, and the programmer searches for
the most useful for his purpose. Separating PSMs from the main core by using
Web Services get us closer to the concept of software components technology,
bringing its possibilities to jCOLIBRI.

Our (ambitious) goal is to provide a reference framework for CBR develop
ment that would grow with contributions from the community. This reference
would serve for pedagogical purposes and for prototyping CBR systems and
comparing different CBR approaches to a given problem reusing PSMs. This
idea is so mature in the community that several efforts are pursuing it at time
of writing: CAT-CBR [2J, a component-based platform for developing CBR
systems; JavaCREEK the Java implementation of the CREEK architecture for
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knowledge-intensive CBR systems [IJ; IUCBRF [5J a Java framework developed
at Indiana University, to mention just a few.

In this paper we focus on one of the key aspects of our approach: the use
of a CBR ontology, CBROnto, to describe and formalize the CBR PSMs . We
have made an special point of the representation of the method knowledge
requirements, and have described how DLs mechanisms allow reasoning with
PSM descriptions to check their applicability regarding an external context
formed by the domain knowledge and the cases. Besides, DLs mechanisms
make it possible to explain why the method does not fit the situation and what
additional knowledge would be needed to apply the method.
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Abstract

Current AI and Semantic Web research is striving towards solving
the problem of retrieving precise knowledge from the Knowledge
Web. Still, thousands of retrieved documents (most of them
irrelevant) are flooding Web users who are unable to control and
validate them against their queries. Although structuring Web
documents is currently the most acceptable solution to the problem,
it seems that the problems of a) "thousands of documents returned
for a query" and b) neglecting the unstructured repositories, still
remain. In this paper, we present our approach to these problems,
which does not necessarily require the transformation of the current
Web. We show how structured and unstructured documents could be
conjunctively queried using simple ontologies built-up by the
queries. More importantly, we show how personal collections of
Web documents can be built and queried, so that retrieval within
such structures can result in precise knowledge.

Keywords: Semantic Web, Knowledge Web, Search Engines, Web Queries

1. Introduction
Knowledge is distributed over unstructured (HTML) and structured (RDF, OWL)
Web documents. Web information is changing into a kind of information that
machines can process. This machine-processable information integrates metadata
to add meaning (semantics) to existing information. This way, humans' queries are
able to retrieve available information, and extract knowledge from heterogeneous
and distributed sources.

The need for moving from traditional web documents to semantic documents
(Semantic Web) came out from the failure of keyword-based Web search engines
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to retrieve precise information. Current keyword-based search engines are still a
monopoly in retrieving information for Web users, however with only fairly
acceptable precision percentages. Natural language processing and AI techniques
have been put into the game in order to overcome the problem, but they have not
achieved significant improvements [I] .

Although there is still space to improve the precision of retrieval methods,
most importantly, there is also a need to retrieve knowledge from newly built-up
Semantic Web repositories such as SWOOGLE [2]. Semantic Web research efforts
are tackling the problem of querying semantically annotated documents; however,
in the real world of WWW users the most popular search engines are still keyword
based. Even semantic search engines such as SWOOGLE, perform a term-based
search in their repository, in order to retrieve Web ontology documents which
contain concepts lexicalized by the query-term(s) [2].

Furthermore, existing search engines return a large amount of results for a
simple query, and more importantly, in most of the cases, this query has been
repeatedly placed by the same user. For instance, let us think of a Web user who
travels a lot in several different places. She queries the Web for a specific
destination each time she is about to travel. The "bookmarked" Web pages are an
easy way to overcome the repetition; however, this method leaves out new
information added in newly created Web pages. So, the traveler must place "her
personal query" every time she is about to travel, resulting in vast amounts of
thousands of documents, most of them irrelevant to "what" she is seeking, and thus
making her unable to control and validate every single source of information.

To tackle the problems discussed above, we propose a new framework for
organizing and querying Web information, based on current technologies and the
Knowledge Web. Our aim is to improve the precision of the returned information
and speed up the process of validation and exploitation of the desired content.
Towards this aim, the key objectives of our approach can be outlined in the
following points:

a) In this new era of Semantic Web, we must not neglect valuable knowledge
that unstructured documents may contain.

b) Knowledge contained within unstructured and structured documents must
be somehow integrated and presented in a uniform manner to the end-users.

c) The vast amount of returned documents returned by queries must be
somehow controlled, reducing their number drastically, in order to speed up
the validation and exploitation process.

d) The precision of "everyday queries" must be increased in order to
effectively serve the millions of Web users that depend the success of their
daily knowledge-intensive tasks on the exploitation of the Web information
they have gathered.

e) To accomplish their day-to-day knowledge intensive tasks, users could
place simple "everyday queries" faster and more accurately, using small
custom personal Webs, instead of the whole Knowledge Web.

In this paper, we discuss the above issues and propose a new framework, based
also on our previous experiences concerning concept ontology concepts
disambiguation and ontology alignment [3] [4] and on our vision about the future
of the Knowledge Web. In section 2 we outline relative technologies and methods
from the areas of Semantic Web and Information Retrieval. In Section 3 we
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describe our approach of querying personal Webs, and finally we conclude the
paper in Section 4, commenting on our first results and future work.

2. Related Work
Current literature covers issues concerning either querying traditional Web
documents or querying Semantic Web documents. Although the need for
structured queries and repositories is currently accentuated, it unfortunately places
the already large amount of unstructured information aside, and do not tackle the
important problem of the amount of results returned for a simple query.

Several efforts are trying to improve precision in either direction (traditional
Web or Semantic Web). However, there is no effort that considers queries in a
unified Knowledge Web. Google (http://www .google.com) is a widely-used search
engine which provides human directed search or search automated by
agentslbots/crawlers that visit documents and count links ("Page relevance"
algorithm). Its keyword-based search method results in thousands of documents,
most of them irrelevant to the users' interest. Yahoo (http ://www.yahoo.com) is
another keyword-based search engine that uses hierarchies which constrain results
according to semantics that humans specify. However this case is restrictive by the
existence of categories of the current hierarchy implementation, and does not solve
the problem of "thousands of documents returned for a query". Moreover,
"intelligent" search engines like AskJeeves (http://www.ask.com) perform a
semantically-based search by trying to "understand" a query placed in natural
language. Strong NLP methods are applied with good results, but still, because of
the vast amount of returned documents, results cannot be checked and validated
against the users' intended meanings of the query-terms.

On the other hand, the Semantic Web research initiatives have already realized
the significance of placing structured queries on structured documents (RDF,
OWL), developing querying languages such as RQL [5] and OWL-QL [6] for
queering documents in local repositories. For querying distributed structured
documents, some first initiatives have been already started using either reference
ontologies or P2P mappings [7] [8]. Although these initiatives address, in the
correct direction, the problem of querying knowledge from distributed and
heterogeneous sources , they assume that only structured documents reside in the
WWW repositories.

To the best of our knowledge , there are currently two research efforts that try
to apply semantic search on unstructured documents. In the Tap project 1 ,

traditional search results (HTML documents) are augmented with relevant data
pulled out from the Semantic Web [9]. A technique for disambiguating query
terms, similar to the one that we propose in this paper, is used in their approach. A
lightweight query language needs to be used to place queries. Moreover, pre
existence of related Semantic Web documents is required in order to refine the
results from the traditional searching methods. RDF documents have to be build
out of semantic data pulled from HTML documents, a time/effort-consuming and
error-prone method. The other approach of semantic querying is based on LSI

I http://tap.stanford.edul
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(Latent Semantic Indexing) [10]. In this approach HTML documents returned from
a traditional searching method are indexed and re-ordered using LSI [1]. Although
both approaches seem a lot promising, they are much dependant on keyword-based
query results of "traditional" search engines (with their known limitations) such as
Google.

To conclude , existing efforts do not solve adequately the problem of precision
and controllable results of simple queries, and more importantly they do not
provide a solution for a unified querying system of the Knowledge Web. Our
approach borrows from these technologies towards visualizing new knowledge
structures in the Web. These new structures will be addressed to users that:

a) Do not need to be familiar with a structured querying language.
b) Do not need to validate thousands ofresults before they exploit them.
c) Do not need to repeat queries that they (or other users) have recently and

successfully used to retrieve knowledge from the Web.
The proposed approach could be viewed as a two-step process: 1) the step of
building "personal Web(s)", and 2) the step of placing "everyday queries" (Figure
1). The rest of the paper is focused on the detailed description of step 1.

1. Search
Engine
2. Ontolog y
Builder
3. Ontology
mapper
4. Knowledge
Synthesizer

Step 1. Building
"Personal Web"

Step 2. Placing
"Everyday query"

Web
(ontology)
Browser

Figure 1. The two-step process of the proposed new knowledge structure approach in the
Knowledge Web

3. The approach
"Everyday queries" are queries that are repeatedly placed from members of a Web
community of interest , seeking knowledge related to their specific personal domain
interests. The retrieved knowledge of such queries has, most of the times, been
already retrieved in the past. The already retrieved knowledge can be proved
sufficient to Web users in order to create their personal Webs of knowledge. This
personal Web is a collection of URIs referring to Web documents which physically
exist in WWW repositories. The personal Web is organized in a schema of URIs
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(let us call them "myURIs"). A myURI is a URI that has been selected by the Web
users to be diachronically related to their personal interests. This schema can be
viewed as a personal domain ontology, classifying URIs under its concepts. A
myURI can be either a link to an interesting HTML document or a link to a domain
concept in an interesting Web ontology document. We call this personal Web
"myGnosiWeb" ("Gnosi" means "knowledge" in Greek). Provided with a
collection of myGnosiWebs, a Web user can place semantic queries (utilizing their
ontologies) to a much smaller amount of information, and more importantly to
information that is shaped according to their personal everyday interests. Large
amounts of irrelevant information are excluded, thus maximizing the precision of
their queries.

To improve precision of queries placed in the Knowledge Web, bearing
always in mind the personal character of "everyday queries", we propose a new
querying method. The method improves precision percentages of traditional
queries by querying only a small fraction of Web documents that have been pre
selected by users. The final query placed is a structured one, guided by an
ontology, which can be used to retrieve knowledge from distributed personal
knowledge repositories such as a collection of myGnosiWeb(s).

In the following paragraphs, we show how a myGnosiWeb can be built, and
how it can reduce significantly the large amount of irrelevant documents returned
by queries in the Knowledge Web, improving the precision of the returned URIs.
Moreover, we show how our approach implements the querying of both structured
and unstructured Web documents.

3.1 Reformulation of simple queries
One of the innovative techniques that we have experimented within the
myGnosiWeb approach is outlined in this paragraph. This technique is used to
disambiguate and enrich queries towards improving the precision of keyword
based search engines, as well as of the new semantic search engines that search in
repositories of RDFIOWL documents. We call this technique X-query since eXtra
information is added to the query prior to its execution. X-query is partially
implemented and evaluated using Google's API (http://www.google.com/apis/). Its
design was based on the following facts:

1. 91% of Web users try searching differently at a search engine if the initial
search failed to bring up a good match in the first three pages of results
[11]. The idea is that search users believe that it's more their mistake than
the search engine's. In other words, instead of trying the same search
elsewhere -- which might actually bring up a better result -- they may feel
they've simply not come up with the right query. Web users (26%) will be
satisfied with a maximum of 2 pages (20 documents) of results (the 23%
said they would review only the first few matches on the first page, and
the 19% percent said they would review only the entire first page of
results).

2. Search engines returns a large amount of results, many of them irrelevant,
for simple queries. For example, Google will return 17.300.000 links
about a "book flight" query. The users may be satisfied with the first 10
ranked documents. However, Google also returns (in May 2005) a
document about a "book" which talks about "flight" dynamics (in rank 9),
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and a document about an archive story which talks about someone that
has been instructed on how to "book" a "flight" (in rank 6). Users know
what they want to look for in the Web, but they usually express it in
ambiguous ways. In the previous example, an alternative query such as
"reserve flight" would have eliminated ambiguous results such as
documents concerning "books about flights".

In order to disambiguate users' queries, we are using the WordNet lexicon and the
LSI (Latent Semantic Indexing) technique as applied in [3]. The terms that the
mapped WordNet sense contains are processed and added to the query in the place
of the disambiguated term. An example that shows the steps followed by the
related algorithm is presented below:

1. The query "book flight" was placed in X-query.
2. The algorithm suggested the disambiguation of the first query-term, e.g.

"book", by assigning to it automatically a WordNet (ver. 1.7.1) sense. If
the sense assigned by the algorithm is not the intended one, Web users can
select the sense that is closer to their intentions. In our example, since the
automated assignment was not the intended one (due to lack of semantic
information around term "book", a theory which is extensively explained
in [3]), the user selected WordNet sense number 2 of the verb senses i.e.
"reserve, hold, book -- (arrange for and reserve (something for someone
else) in advance; "reserve me a seat on a flight"; "The agent booked
tickets to the show for the whole family ....· "please hold a table at
Maxim's")". The same process was repeated for term "flight". The
assigned sense was noun sense number 9 i.e. "flight -- (a scheduled trip by
plane between designated airports; "I took the noon flight to Chicago")".

3. The algorithm then processed the senses mapped to each query-term, and
computed the most important terms (terms that occur within the sense
more times than a threshold number of times) of the sense. In our
example, for the sense mapped to the query-term "book", sense-term
"reserve" occurred 3 times, sense-term "hold" 2 times, and sense-term
"book(ed)" 2 times. For this particular implementation, the threshold was
2, thus only the sense-term "reserve" was returned as the important term
within the mapped sense. In other tested implementations (threshold =1),
sense-terms "book" and "hold" where also considered as important, thus
the overall value for the execution of the query were increased, increasing
the precision of the results as we will conjecture later on in the paper. For
the query-term "flight" no important words have found.

4. The sense-terms that have been extracted from the mapped WordNet
sense, replace the query-term that was disambiguated i.e. the term "book".
Thus, the query is reformulated, and in our example it becomes "reserve
flight".

5. After reformulating the query, a simple domain ontology is created on
the-fly. The ontology (called q-ontology) consists of the terms used in the
initial and the reformulated query, introducing "synonym" and "is-a"
(classification) relations. For instance, using the example of "book flight"
(and its reformulation "reserve flight"), the ontology that will be
constructed looks like Figure 2. The disambiguated query-term "book" is
classified under the term "action" since the mapped WordNet sense was
found in the lexicon's verb senses. More importantly, term "book" is
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automatically classified under its (immediate) hypernym term that
WordNet 1.7.1 has for this term. This enrichment of the ontology
strengthens its semantics and increases precision when queries are
mapped against this particular ontology or against the virtual network
consisting of collections of such ontologies. The same happens also with
term "flight" ; it is classified under its immediate hypernym term "trip"
since its mapping in WordNet was on a noun synset 2 . Furthermore,
"book" is also related to term "reserve" via a "synonym" relation since
term "reserve" was extracted by the WordNet synset (synonym set) for
that particular term. Term "book" is also related to term "flight"
somehow, thus an "other relation" relation is also introduced
automatically. This kind of relation the user's mind can be translated in
any literal that connects these two query-terms (e.g. "a", "about" , "in",
"for"), but this is of no interest to our implementation. In our approach,
we are only interested in the connection between these two query-terms
such as the classification of their union, i.e. the query "book flight" being
placed under term "book", to inherit semantics of both terms.

c;;)
..................................

synonym

CROOk fli l!ht-=::>

Figure 2. A q-ontology for "book flight" query. "Book" means "reserve" here.

In order to support the importance of creating this simple domain ontology based
on the query, let us describe another scenario where the same example query
results in a completely different ontology, since the user-intended meaning of the
query-terms were completely different. Following the same steps that we have
presented previously:

1. Place the initial query e.g. "book flight" .
2. User selects WordNet sense number I of the noun senses for query-term

"book" i.e. "book -- (a copy o f a writ t e n work or
composition that has been publi shed (pr in ted o n
pages bound together); "I am reading a go od b ook

2 A synset in WordNet is the set of synonyms that are assigned to a term
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on economics ")". The same process is repeated for term "flight".
The assigned sense for query-term "flight" is noun sense number 7 i.e.
"trajectory, flight -- (the path followed by an
object moving through space)~

3. For the query-terms "book" and "flight" no important words have been
found this time (threshold = 1).

4. No replacement of terms of the initial query occurred, thus the query is
not reformulated. However, to increase the precision of their query, users
can manually add important semantic distinctions (hypernyms) discovered
in step 5, and re-start from step 1.

5. A simple ontology is created on-the-fly (see Figure 3) such as: The
disambiguated query- term "book" is classified under the term "thing"
since the mapped WordNet sense was found in the lexicon's noun synset.
More importantly, query-term "book" is now classified under its
(immediate) hypernym term "publication". Query-term "flight" is now
classified under its immediate hypernym term "mechanical phenomenon".
Query-term "book" is again related to term "flight". "Book flight" query
is now classified under different semantics than in first scenario.

Mechanical
phenomenon

-~_ 0
··········Otiier·rela:tion······l

Book flisht

Figure 3. An example q-ontology for "book flight" query . "Book" means "publication"
here.

A mapping between these two simple q-ontologies will show that although the
lexicalization of both queries in both scenarios is the same, since their semantics
are different, they are two completely different queries, and that is how they must
be treated by an effective search engine. In the following paragraphs we will show
how search engines can be enhanced with this particular technique of simple
queries enrichment, and how this enhancement is used to build a personal
collection of Web documents; a myGnosiWeb.

Work similar to X-query has been carried out in Tap project [12], with quite
impressive precision results. However, a major difference to our approach is that in
the Tap project the disambiguation process is performed on the already returned
results of a traditional searching method. This method, although it will eventually
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re-order results and bring the "intended" ones on higher rank, suffers form the
drawback that its precision is heavily based on the precision of the keyword-based
searching method applied in the first place. Furthermore, changes on the indexing
of Web documents are required prior to a query , in order to extract (and attach on
it) each document's "sketch", i.e, a fragment of logical description (semantics) of a
query-term, implied by the words of a Web document. We could think of using the
re-ordering approach of Tap's project (or the one that uses LSI [1]) in conjunction
to our approach i.e. after the execution of X-query.

3.2 The construction of myGnosiWeb
up to this point, we have described how a simple unstructured (natural language)
query is enriched and reformulated in a new structured query. One could argue that
we have tackled one of the major research issues for the Semantic Web, i.e.
building and using structured queries for the Semantic Web documents without
using a specific structured query language. Furthermore, one can also argue that
what we have achieved is to let "traditional" querying engines stay into the
"game", since no re-design is needed for placing queries to the Web.

However this is not the major aim of our vision for the future of the Web.
Indeed, we have proposed and implemented a technique such as X-query not only
as a way to reformulate unstructured queries but also as a step towards building
personal Web repositories. As already mentioned, the Knowledge Web must be
considered to contain two different types of documents, the unstructured and the
structured ones. So, in the future, querying about "book flight" should retrieve
documents that provide the information on booking a flight in HTML, but also
OWL documents which provide (in a structured manner) related knowledge.

The X-query provides input for 2 different processes : a) the process of using
the enriched query string with Google API in order to find the first 10 ranked
related documents, and b) the process of mapping the q-ontology to the ontologies
encoded by OWL documents in Semantic Web repositories such as SWOOGLE.
The resulted links from both processes can be considered as instances classified
under the concept lexicalized by the query string term, e.g. under "book flight" for
our example . What we really propose here is that every document fetched from the
Knowledge Web using the new enriched and structured query, can be associated
with this particular query i.e. with the particular q-ontology,

The specific collection of documents that is classified under the q-ontology is
the knowledge that a specific user at a specific time and for a specific domain of
interest has actually created (Figure 4). This structure of knowledge is what we call
myGnosiWeb. Any Web user can create his own myGnosiWeb(s), at any time and
for any domain of interest, save it in his personal working environment, update it
with new URIs from time-to-time, refine the q-ontology or delete URIs of no
current interest. This will eventually result in a number of personal
myGnosiWeb(s) that can provide the necessary required knowledge for the user's
"everyday queries". We must not forget that in everyday knowledge intensive
tasks, the need to acquire the same (or similar) knowledge arises very often . Time
and precision are really the motivations for using our approach instead of
"traditional" search engines crawling the whole Knowledge Web. Although this
idea is not new, e.g. see the effort from Yahoo under the name "My Web"
(http://my.yahoo.comD, no other effort is using a conceptual model built-up from
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the query in order to classify the retrieved documents and provide clear semantics
for the particular knowledge structure. More importantly other efforts depend on
the fact that the documents retrieved and saved by their URLs are only
unstructured documents.
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Figure 4. A knowledge structure basedon myGnosiWeb

Up to this point we have described how personal knowledge can be collected from
any kind of Web documents, and organized in a new knowledge structure that we
call myGnosiWeb . The architecture of a system that we have designed and
partially implemented to support our approach is described in Figure 5.
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Figure S. The processes used to construct a myGnosiWeb

The system modules are described as follows:
1. A "query-placer" which accepts an initial natural language query, takes

out any stop words, and provides a list of terms in the output.
2. A "term-disambiguator" which provides (semi)-automatic assignment of

WordNet senses to each query-term.
3. A "query-formator", which reformulates the initial query using the most

important terms of the mapped WordNet sense.
4. An "ontology-builder" which dynamically builds a rough simple ontology

(q-ontology), using each term of the initial and the reformulated query as
well as WordNet semantic information about each term.

5. A "keyword-matcher" which actually does exactly what a keyword-based
search engine do, retrieving however only the first 10 documents of the
resulting document rank.

6. An "ontology-mapper" which maps the q-ontology to a Semantic Web
repository (e.g. SWOOGLE). Most relevant (number of concepts mapped)
Web ontology documents (written in OWL) will be retrieved.

7. A "knowledge-synthesizer" which combines structured (Swoogle) and
unstructured (Google) documents, and classifies them in the q-ontology.
The result of this process is an ontology with:
a) A terminology consisting of concepts that are lexicalized by terms of

the initial and reformulated query as well as of semantics (hypernyms,
synonyms) extracted from WordNet

b) Instances consisting of URIs that show the location of Web documents.
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4. First results and future work
Our vision towards new knowledge structures of today's Knowledge Web has been
shaped in the idea of building personal Web document collections of particular
domains of interest. This idea is partially implemented and evaluated.

Id Query Intended meaning Re·formed with X-Query

0 1 "book fIi nr reserve a fIi ht
company builds

02 "auto or anisatlon" cars "or anization car business"
make an

0 3 • lace lnvesternent" investment

04 "train instructions" how to excersize "coach instructions"

X-query (us ing Google
Goo Ie Yahoo API

Id Total Precision· Total Precision Total Precision

0 1 17.300.000 '100% 21.700.000 80% 837.000 100%

02 8.500.000 30% 4.540.000 50% 2.710.000 60%

0 3 32.000.000 40% 26.900.000 10% 2.320.000 90%

04 4.410.000 20% 3.490.000 30% 172.000 80%

precision for 1-10 results

c:a
Ui

~
a.

01 02 03 Q4

Google Precis ion

• Yahoo Precis ion

o )(..query Precis ion

example queries

Figure 6. Measuring precision and total amount of documents for sample queries. (Note :
The results presented have been gathered in early June 2005).

The enrichment and structure of natural language queries has shown that precision
percentage is moving up and the amount of documents returned by search engines
is reduced drastically. Experimental queries we have run using the X-query
technique with Google API have resulted in high precision (l00% in the best case,
and 60% in the worst) for the first 10 ranked returned documents (note that also in
related work, as in the PIPER project [13], the first 10 documents were used to
evaluate the precision). More importantly, the amount of documents returned,
compared with the amount returned by traditional searching engines such as
Google and Yahoo (most popular engines according to iProspect survey [11]) was
significantly reduced as depicted in the experimental cases of Figure 6.
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Recall percentage is however an important parameter that we may need to
consider, although we conjecture (based on surveys [II]) that in such a framework,
Web users (26%) will be satisfied with a maximum of 2 pages (20 documents) of
results (the 23% said they'd review only the first few matches on the first page, and
the 19% percent who said they'd review only the entire first page of results).
Another limitation of our approach is the dependence on the WordNet lexicon;
however we do not consider WordNet as the only technology that can be used to
solve the disambiguation problem. Furthermore, the on-the-fly construction of the
q-ontology must be evaluated as well as the need for trust mechanisms between
users. As far as the mapping between q-ontology and OWL documents is
concerned, several existing (our HeONE-merge is one of them) and on-going
works can be used to implement it [3].

For the evaluation of a fully implemented system (please visit
http://www.icsd.aegean.grlPostgraduates/kkotlXguery.jpg for screenshot) towards
new knowledge structures of the Knowledge Web, large scale experiments must be
run in different domains and for several communities of interest. The usability of
such an approach must be assessed in overall. Experiments with alternative
lexicons instead of WordNet must be run.

5. Conclusions
Today's querying engines search the entire Web for knowledge within unstructured
documents. Traditional keyword-based engines fail to retrieve precise knowledge.
At the same time, the need for users to control and validate thousands or millions
of returned documents is real. Although the Semantic Web research effort promises
a solution around these problems by structuring Web documents, still important
problems remain to be tackled: a) What happens with the existing unstructured
documents? b) How knowledge within both types of documents can be integrated?
c) How the vast amount of queries' returned documents can be controlled (reduced
and validated)? d) How can we increase the precision of "everyday queries"? e) Do
users really need access to the whole Knowledge Web for their day-to-day
knowledge intensive tasks , or they can better answer their queries using custom
personal Webs?

Trying to answer most of these questions, we have presented in this paper our
approach towards a new structure of the Knowledge Web. We have proposed the
structuring of the Knowledge Web into small contextualized Webs belonging to
communities with specific domain interests. Placing queries to such structures can
be proved not only a solution to the problem of precise retrieved information but
also an effective mechanism to control the increased distributed and heterogeneous
information sources. Major emphasis has been given on re-formulating simple
queries by disambiguating terms in order to query, more precisely, unstructured
documents. Emphasis has also been given on building simple ontologies on-the-fly
in order to query structured Web documents. The idea of building "personal Webs"
using such ontologies and a small set of returned documents has been also
presented. "Everyday queries" can then be realized as a browsing or searching task
over a selection of "personal Webs".

Our conjecture that this vision of the new Knowledge Web can be realized in
the near future is based on early experiments and on our previous experiences
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concerning collaborative ontology engineering and ontology mapping techniques.
Further work is needed to be carried out in order to be able to answer all the
questions that we have placed towards this research direction.
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Abstract

In this paper we describe a practical approach for modeling
navigation patterns of visitors of unstructured websites. These
patterns are derived from web logs that are enriched with 3 sorts of
information: (I) content type of visited pages, (2) visitor type, and (3)
location of the visitor. We developed an intelligent Text Mining
system, iTM, which supports the process of classifying web pages
into a number of pre-defined categories. With help of this system we
were able to reduce the labeling effort by a factor 10-20 without
affecting the accuracy of the final result too much. Another feature of
our approach is the use of a new technique for modeling navigation
patterns: navigation trees. They provide a very informative graphical
representation of most frequent sequences of categories of visited
pages.

1. Introduction

Nowadays almost every company "or organization" has its own website that plays
an important role as a source of information about the company itself, its products,
services, etc. Websites, due to their accessibility that is fueled by powerful search
engines and by the global nature of the Internet, are often used as an important
marketing instrument or as yet another communication channel through which
companies exchange information with their (potential) clients. Not surprisingly,
some companies put a lot of effort in making their websites attractive, well
organized, efficient - sites that meet (or exceed) visitors' needs and expectations.

.Development of such successful sites is usually an iterative process during
which the developers get some feedback from users of the current version of the
site: which pages are visited most frequently? by whom? when? what is the typical
order in which pages are visited? which sequences led to an action (such as placing
an order, request for an offer or information)? Etc.

A popular way of getting feedback from visitors is the analysis of log files that
are generated by web servers. Unfortunately, log files contain only very elementary
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data: the IP-address of the visitor, the date and time of the page request, its URL
and the status of the request, to mention the most important ones. Therefore,
whenever possible, log files are enriched by additional data like content
information of visited pages, personal information about visitors, or the visitors'
"externally measured" behavior (like taking a loan after several visits to the bank's
website). Some organizations use special mechanisms to collect such additional
data. For example, URLs of pages from a web-shop may contain codes that refer to
specific products or product categories; an e-bank may impose a login procedure
for their clients, etc.

The situation is quite different when the site has no clear structure, for example,
when various types of documents are allowed or when there are (almost) no
restrictions imposed on topics that are presented on pages. For example, a website
of a university may contain thousands of pages that are maintained by staff
members, students, administration, and last but not least, by designated
webmasters. These pages may contain some general information about the
organization of the university, various research and educational materials, but they
may also contain information about students' hobbies, favorite restaurants, travel
logs, photo albums, etc.

In this paper we address the problem of modeling navigation patterns on such
highly unstructured websites. Our approach involves two steps.

First, we semi-automatically label all pages of the given website into a
predefined number of categories. To minimize the human labeling effort we
developed an interactive text mining tool, iTM, which combines several methods of
active learning and text mining algorithms. With help of this system it is possible to
reduce the labeling effort by a factor 10-20 without affecting the accuracy of the
final result too much. For example, using the iTM system we were able to
categorize about 13.000 pages of our faculty website within a few hours, labeling
manually only 500 documents.

The second step involves developing graphical models, that we call navigation
trees, for various groups of users. A navigation tree is a graphical representation of
typical sessions and their statistical properties : nodes correspond to types of visited
pages, links correspond to transitions from one page type to another, and weights
that are assigned to links reflect conditional probabilities of such transitions.

Our approach is illustrated by two cases. In the first case we analyze navigation
patterns of various groups of visitors of our faculty site: WWW .cS .vu.n 1. The
second case concerns analyzing visiting behavior of clients of an investment bank.
Clients of this bank were grouped into different categories, depending on their
investment strategies, age, status, etc. Using our approach it was possible to
establish some relations between different groups of clients and their visiting
behavior.

2. Related Work

The modeling of behavior of web users is often labeled as Web Usage Mining,
which, together with Web Content Mining and Web Structure Mining forms a new,
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dynamic field of research called Web Mining; see the survey of Kosala and
Blockeel, [12].

A general framework for the whole web usage mining task, WEBMINER, is
presented in [14].

Several models that are based on page access frequency analysis and modified
association rules are presented in [1, 17, 22]. Xing and Shen [21] proposed two
algorithms (UAM and PNT) for predicting user navigational preferences, both
based on page visits frequency and page viewing time. Nanopoulos and
Manolopoulos [15] present a graph-based model for finding traversal patterns on
web page access sequences. They introduce one level-wise and two non-level wise
algorithms for large paths exploiting graph structure.

While most of the models work on global "session levels", an increasing number
of researches show that the exploration of user groups or clusters is essential for
better characterization: Hay et al. [9] suggest Sequence Alignment Method (SAM)
for measuring the distance between sessions. The proposed distance measure
represents the number of edit operations (insertion, deletion, replacement) that are
required to transform one session into another. SAM distance-based clusters form
the basis of further examinations. Chevalier et al. [6] suggest rich navigation
patterns consisting of frequent page set groups and web user groups based on
demographical patterns. They show the correlation between the two types of data.

Other researchers point far beyond frequency based models: for example, Cadez
et al. [5] propose a finite mixture of Markov models for modeling sequences of
URL categories that are traversed by users.

There are numerous commercial software packages for deriving statistical
patterns from web logs, [20]. They focus mostly on highlighting log data statistics
and frequent navigation patterns but in most cases do not explore relationships
among relevant features.

Pei et al. [17] propose a data structure called the web access pattern tree (WAP
tree) for efficient mining of access patterns from web logs. WAP-trees store all the
frequent candidate sequences that have a support higher than a preset threshold.
The information that is stored in a WAP-tree includes labels and frequency counts
for nodes. In order to mine useful patterns in WAP-trees they present a WAP-mine
algorithm that applies conditional search for finding frequent events. The WAP-tree
structure and the WAP-mine algorithm together offer an alternative for apriori-like
algorithms.

Jenamani et al. [11] use a semi-Markov process model for understanding e
customer behavior. Their method uses two matrices: a transition probability matrix
P and a matrix M that holds the mean time between transitions. In this way this
probabilistic model is able to model the time elapsed between transitions.

Some papers present methods based on content assumptions. Baglioni et al. [3]
use URL syntax to determine page categories and to explore the relation between
users' sex and navigational behavior. Cadez et al. [5] experiment on categorized
data from Msnbc.com.

Visualization of frequent navigation patterns makes human perception easier.
Cadez et al. [5] present a tool, WebCanvas, for visualizing Markov chain clusters.
This tool represents all user navigational paths for each cluster, color-coded by
page categories.
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A good survey of automated text categorization techniques can be found in [18].
Boosting performance of text classifiers with help of unlabeled data is presented in
Nigam at al. [16], while [2] describes some strategies for active sample selection in
the context of text mining.

Two approaches for automatic classification of web pages are presented in [8]
and [13]. Both are based on the idea of using public web directories (e.g., provided
by Yahoo!, www.yahoo .com, or LookSmart, www .looksmart .com) as labeled
collections of training documents and applying some text mining algorithms for
developing classification procedures.

3. Web Mining Process

The whole process of extracting patterns from web related data involves several
steps that are depicted in Figure 1.
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l eeeas log datil

INPUT DATA

Figure 1. An overallscheme of the web mining process

The input data consists of three types of data sets: (1) access log files, (2) a
collection of all pages from a website, and (3) tables that link selected IP-addresses
to user types or their locations . .

The first step of data preparation involves cleaning, filtering and pre-processing
access logs. This step, although quite tedious is well described in the literature, see
e.g., [14]. In the second step the iTM system is used to effectively categorize all
pages from the given website. As a result we obtain a conversion table with URLs
of site's pages and their categories. We combine this information and load them
into a database together with the extra information about the users.

Session identification results in a collection of raw sessions: sequences of visited
pages. By session we mean here a sequence of types ofpages that were visited by
the same user without breaks longer than a pre-specified time interval. Moreover,
sessions can be grouped by the type of corresponding users (e.g., students, staff
members) or their locations.

As a last step we visualize the sessions extracted for different groups by the
means of the navigation tree models.
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4. Categorization of Web Pages

When modeling navigation patterns on an unstructured website we are more
interested in types of visited pages rather than in specific pages themselves. For
example, we would like to put all pages that contain some teaching material into
one category, while home pages of university staff members could form another
category. In some situations, when the site is not too big, one could assign
categories manually. However, in the case of sites with thousands of pages such an
approach would not be feasible. Instead of labeling all the pages, one could label
only a relatively small but representative sample, use that sample as a training set
for building a classification model and apply that model to the remaining pages.
This approach can be further improved by applying various techniques that would
minimize the size of the training set (and therefore also the manual labeling effort)
without adversely affecting the accuracy of the final model. There are two
prominent methods of reducing the size of the training set: active learning, [2], and
clever use of unlabeled data in the training process, [16].

The essence of active learning is a dynamic selection of cases for labeling: at
each step the current model (or a collection of models) is applied at all unlabeled
cases to identify those that are most difficult to classify; a supervisor is then asked
for their (true) labels.

Unlabeled documents can be used to improve the quality of statistical estimates
of model parameters. This is achieved by combining the (supervised) Naive Bayes
classification procedure with the (unsupervised) Expectation Maximization
algorithm.

In this section we present an interactive document labeling and categorization
system, iTM that combines several machine learning and text mining techniques to
minimize the human effort that is needed to build a high quality text classifier.
Using this system we were able to categorize about 13.000 pages of our university
site into 13 categories just in a matter of a few hours by manually labeling only 500
pages that were selected by the system.

The iTM system supports the process of building text classifiers from unlabeled
collections of documents by providing the user with a number of tools and options
to minimize his/her time spent on labeling selected documents. It operates in three
steps:

1) Initial sample selection. Here a small collection of documents is presented to
the user, the documents are labeled and an initial classifier is constructed.

2) Active learning. The system iteratively selects a few unlabeled documents
that are "most difficult" for the current classifier; after labeling them by the
user, a new classifier is constructed.

3) Boosting model accuracy with help of unlabeled data. The collection of
documents that were already labeled is used together with some remaining
(unlabeled) documents for building the final model.

Now we will briefly describe some details.
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3.1. Initial Sample Selection

The iTM system supports three methods of selecting the initial sample : manual,
random, and with help of the k-means clustering.

The first two methods are straightforward: either the user selects, for each
category, a few representative pages or pages are selected at random. The third
method works as follows: the clustering algorithm finds k clusters of similar
documents and from each cluster a document that is closest to its center is selected.
In this way k documents that are relatively far away from each other are selected.
The similarity between two documents is measured here by the inner product of
their normalized vector representations, where every vector component (word) is
weighted by the TFIDF factor, see [18].

3.2. Active Learning

Given an initial collection of labeled documents a classifier is constructed and
applied to all unlabeled documents. The classifier, when applied to a document,
returns, for each category, a value that represents confidence (or likelihood) that the
document belongs to the category. Therefore, documents are classified with varying
level of confidence. The essence of active learning is to focus on documents for
which the classifier is least confident: these documents should be labeled by a
"teacher" , the classifier should be retrained, and the whole process of selecting
most difficult cases repeated.

To define a "difficulty measure" we need some notation. Suppose that we work
with C categories: 1, ..., C. Then the classifier can be used to rank all unlabeled
documents with respect to each category, so for each document a rank vector r=[r/,
.... rel can be determined, where r, denotes the rank of a given document with
respect to class i. (The smaller the rank the more likely the document belongs to the
given category.)

Now we can define , for every document, the variance of ranks v as the variance
of the vector r:

c
V = LCr -ri ) 2 •

i=1

Clearly, the smaller the variance the more difficult it is to decide on document's
category.

Another strategy for selecting the most difficult documents is to develop two
classifiers using different algorithms and then measure, for every document, the
degree of disagreement between them:

c
v=LCrl•i - r2J 2

,
i=1
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where '1 and '2 are normalized document rank vectors that correspond to the two
classifiers. This time, the bigger the value of v the more difficult the document is.
The current version of iTM uses two classification algorithms: Naive Bayes, [16],
and Boostexter, [17].

Several other strategies for selecting the "hardest" document are proposed in [2],
where at each stage an ensemble of classifiers is developed and the degree of
disagreement is determined by voting.

3.3. Use of Unlabeled Data

Most algorithms for supervised learning operate on training sets with all cases
labeled. However, as it is shown in [19], unlabeled data can significantly improve
the accuracy of the final model.

We have implemented two strategies for incorporating unlabeled data in the
training process. Both are based on the same principle: given a classifier, all
unlabeled documents are scored and those that are "easiest to classify" are labeled
(by the classifier) and added to the new training set. We use the same measures of
document "easiness" as in case of active learning: the variance of ranks and the
degree of disagreement. Additionally, a threshold that determines a required level
of document "easiness" has to be provided by the user.

3.4. The iTM System

The iTM system has been implemented in Java and can be obtained under the
GNU public license from http://balog.hu/itm/. It is equipped with a
powerful graphical user interface and in addition to the functionalities that were
described above it offers some other features: several document conversion
schemes, tools for selecting words (and their weights) that form a vocabulary,
document and model browser, etc. Finally, the system can be used in a non
interactive mode. This is especially useful when one wants to experiment with
various learning strategies. A more detailed description of the iTM system can be
found in [4].

S. Tree Representation of Navigation Patterns

In our approach we model navigation patterns by a tree that represents sessions
from a selected group of users. The root of the tree is a special node that represents
the (abstract) starting point of each session. Remaining nodes are labeled by
categories of visited pages (one category per node) together with their frequencies.
Links correspond to transitions from one page category to another. In other words,
every session is embedded in the tree: types of visited pages are mapped into nodes
and every visited page increments the count variable that is stored by the
corresponding node. Thus. if there are C possible categories the branching factor of
the tree is at most C. The height of the tree is the same as the length of the longest
session. The following pseudo-code describes the construction of navigation trees:
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Input:
a collection of sessions
(sequences over the set of categories {I, ... , e})

Initialization:
root.count=O;
root .children=[];

Main loop:
for each sess ion s

root.count++;
current_node = root;
for i = 1 .. length(s)

if exists(current_node.children[s[i]])
current_node = current_node.children[s[i]];
current_node.count++;

else
current_node.children[s[i]] =new node;
current_node = current_node.children[s[i]];
current_node.count =1;

end
end

Let us notice that the algorithm has linear time complexity (in the size of the input
set).

A complete navigation tree is usually very big and contains branches that
correspond to some isolated sessions. Therefore , to capture typical (frequent)
patterns the tree should be pruned. This can be achieved by removing all nodes
with counts smaller than a pre-specified threshold.

It is very informative to visualize (pruned) navigation trees. We have
implemented several visualization procedures that plot trees using the following
conventions:

1) nodes are labeled with page categories; additionally, different colors are used
to represent different categories,

2) links represent transitions between categories; their thickness reflect the
percentage of sessions that pass through them,

3) links leaving the same node are plotted with different shades of the black color
to reflect the distribution of the corresponding sessions.

Additionally, various textual data can be attached to nodes and links, e.g., absolute
counts, relative percentages, short category names, etc. Three examples of
visualizations of navigation trees are shown in Figure 2, 3 and 4.

Finally, let us notice that to get an insight into various groups of users several
trees should be generated and analyzed: groups determine subsets of sessions and
for each subset a tree can be constructed and analyzed, possibly with various values
of the pruning threshold.
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6. Case Study

In the following we present two experiments. In the first case study we applied
the techniques that were described in the previous sections to analyze navigation
patterns of visitors of the website of our department: www.cs .vu .nl. We present a
real life application of the navigation tree model in the second experiment. We
visualize the frequent navigation paths of the clients of a bank.

6.1 Analysis ofwww.cs.vu.nl

Three sorts of data were used: access log data that were collected over a period
of one month (in total about 7 million records with the total size of 1.5GB), a
collection of 13.000 pages that were classified with help of iTM into 13 categories
(see Table 2), and data about geographical location and organizational membership
(student, staff) of visitors. The geographical locations were obtained from session
IP-addresses by mapping them to the corresponding top level domains (country
codes). Similarly, using some internal information about the structure of IP
addresses of computers used at the university, we could label some visitors as
students or staff members.

The log files were transformed into user sessions, and page URLs were replaced
by the corresponding page categories. Table I contains some characteristics of the
4 main groups of visitors: staff, students, domestic, and foreign.

Finally, we produced a number of navigation tree models for various groups of
users using different values of the pruning parameter s. Figure 2 presents a
navigation tree that was constructed for the group of all visitors.

We can see that the most important pattern is that the visitors (29.2%) start at a
home page of a faculty member and then (7.8%) go to a (probably the same
person's) publication page. Many visitors start directly at publication pages, likely
following links provided by a search engine. The big proportion of visits to student
pages was most likely generated by students of our department.

Number Session length
Group name of std.

avg max
deviation

2.7 2299 9.2

3.39 275 7.29
2.4 352 4.74

2795 5.5 193 11.41
3123 4.47 134 6.36

Table 1. Distribution of sessions for main groups of visitors



Category

photo

miscellaneous

EJreference

EJdepartment

EJproject

EJperson/faculty

EJperson/student

Elperson/faculty
publication
D/course

D/person/student

other janguage

documents

other documents

Descrip.tion
negligible quantity of textual infor
mation with one or more images
pages with absent or insufficient
content. (e.g., framesets, empty
files, ~le lists, etc.)
e-books or manual pages for differ
rent systems or programs
department pages in English
research projects of the computer
science department
pages of the faculty members
(fields of research, professional
background, research projects)
student pages (contain personal in
formation like hobby, lyrics, etc. )
publications of faculty members
comprising at least the abstracts
course pages in Dutch
student pages (contain personal
information like hobby, lyrics, etc.)
pages written in other languages
than English or Dutch
documents in PDF or PS format
(scientific papers, publications, e
books, etc.)
doc uments in doc, ppt, xls, rtf, txt
format (administrative papers,
forms, course materials etc.)
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Table 2. Content categories of web pages
(E=English; D=Dutch)

Legend
(mlsc.l Miscellaneous

-PII U r
{1:;-p.Ubll EnglishIP-erso IIcul b I I
(O-perS~l Ou~c I1!P!rsonlStude~~•. J

Figure 2. Navigation tree of all visits from all places
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A navigation tree for visits initiated from the Netherlands is shown in Figure 3.
It shows that pages in Dutch were most frequently visited by members of this
group. The relatively large number of student and course pages suggests that
students visiting from home are highly represented within this group.

20.9 '1. 19 .9'"+.¥
5.4'1. 9 7'1.

+ +
misc.

5 8 '1.

+
D-perS1u I

Figure 3. Navigation tree of all domestic visits

The analysis of other navigation trees (not shown in this paper) showed that the
most significant pattern was a visit to a faculty member's home page followed by
her/his publication page. This pattern was represented in all groups, but it was most
pronounced within the "foreign" group, most likely formed by researchers from
abroad. A more detailed presentation of our findings can be found in [10].

6.2 Visualizing client behavior of a bank

We applied the navigation tree model to the web data of an investment bank.
The clients of the bank are classified into several categories based on their
investment profiles. The marketers of the bank were interested in how the clients in
the different categories behave on the website.
Since the website is well structured and the clients are required to log in, the data
pre-processing was straightforward. Here we only present the visualization results.

Figure 4 presents a navigation tree model of the sessions of one of the client
groups for a given period. The tree is a compact representation of 272683 sessions
with 2% of support threshold. It shows that there were two popular starting pages:
62.1% of the clients started at the home page and 34.5% of them started at the login
page. The navigation tree immediately shows, following the thick, black arrows,
that the most frequently visited path started at the home page and was followed by
the log in process and then contained a visit to the home page again, the personal
home page, the portfolio overview and finally to an overview of the transaction
history.
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Figure 4. Visualization of client behavior of a bank

7. Conclusions

We described a practical approach for modeling navigation patterns of different
groups of visitors of unstructured websites. To enrich access log data with content
type of visited pages we developed an interactive text mining tool, iTM.
Additionally, we proposed a simple method of visualizing frequent paths with the
help of navigation trees. Using this approach we were able to analyze the behavior
of several groups of visitors of our department's site. It turned out that with help of
iTM we could categorize a large collection of pages from our site with a relatively
small effort-a few hours of work were sufficient to manually label 500 pages (from
the total collection of 13.000).

Our framework is also suitable for modeling changes in visitors' behavior over
time. The changes in website organization or content can be easily handled with
iTM: with a relatively small effort one can create a new labeling of all pages. The
remaining tasks of data preparation, construction of navigation trees and their
visualization are already fully automated.
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Abstract

Causal independence modelling is a well-known method both for reducing
the size of probability tables and for explaining the underlying mecha
nisms in Bayesian networks. Many Bayesian network models incorporate
causal independence assumptions; however, only the noisy OR and noisy
AND, two examples of causal independence models, are used in practice.
Their underlying assumption that either at least one cause, or all causes
together, give rise to an effect, however, seems unnecessarily restrictive.
In the present paper a new, more flexible, causal independence model
is proposed, based on the Boolean threshold function. A connection is
established between conditional probability distributions based on the
noisy threshold model and Poisson binomial distributions, and the basic
properties of this probability distribution are studied in some depth. The
successful application of the noisy threshold model in the refinement of a
Bayesian network for the diagnosis and treatment of ventilator-associated
pneumonia demonstrates the practical value of the presented theory.

1 Introduction

Bayesian networks offer an appealing language for building models of domains
with inherent uncertainty. However, the assessment of a probability distribu
tion in Bayesian networks is a challenging task, even if its topology is sparse.
This task becomes even more complex if the model has to integrate expert
knowledge. While learning algorithms can be forced to take into account an
expert's view, for the best possible results the experts must be willing to recon
sider their ideas in light of the model's 'discovered' structure. This requires a
clear understanding of the model by the domain expert. Causal independence
models can both limit the number of conditional probabilities to be assessed
and provide the ability for models to be understood by domain experts in the
field. The concept of causal independence refers to a situation where multiple
causes independently influence a common effect.

Many actual Bayesian network models use causal independence assump
tions . However, only the logical OR and AND operators are used in practice
in defining the interaction among causes; their underlying assumption is that
the presence of either at least one cause or all causes at the same time give

"This research was supported by the Netherlands Organization for Scientific Research
(NWO).
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rise to the effect. The resulting probabilistic submodels are called noisy OR
and noisy AND, respectively. Our feeling is that in building Bayesian-network
models , the expressiveness of the noisy OR and noisy AND is too restrictive.
In this paper, we discuss a way to expand the space of causal independence
models using symmetric Boolean functions. It is known that any symmet
ric Boolean function can be decomposed into threshold functions [151. Thus,
threshold functions offer a natural basis for the analysis of causal independence
models. Causal independence models with the threshold interaction function
are the main topic of this paper. They will be referred to as the noisy threshold
models.

The remainder of this paper is organised as follows. In the following section,
the basic properties of Bayesian networks are reviewed. Causal independence
models and Boolean functions are introduced in Section 3 as is the noisy thresh
old model. In Section 4, we establish a connection between the noisy threshold
model and Poisson binomial distribution, and provide an interpretation of the
relevant properties of this distribution. Section 6 offers results on the applica
tion of the presented theory to the refinement of an existing medical Bayesian
network model. Finally, in Section 7, we summarise what has been achieved
by this research.

2 Review of Bayesian Networks

A Bayesian network B = (G, Pr) represents a factorised joint probability dis
tribution on a set ofrandom variables V . It consists of two parts: (1) a qualita
tive part, represented as an acyclic directed graph (ADG) G = (V(G) , A(G)) ,
where there is a 1-1 correspondence between the vertices V(G) and the ran
dom variables in V , and arcs A(G) represent the conditional (in)dependencies
between the variables; (2) a quantitative part Pr consisting of local probability
distributions Pr{V I 11"(V)) , for each variable V E V given the parents 1I"(V)
of the corresponding vertex (interpreted as variables). The joint probability
distribution Pr is factorised according to the structure of the graph, as follows:

Pr(V) = II Pr(V I 11" (V)).
vsv

Each variable V E V has a finite set of mutually exclusive states. In this
paper, we assume all variables to be binary; as an abbreviation, we will often
use v to denote V = T (true) and v to denote V = 1. (false) . Variables V can
either act as free variables, in which case their binding is arbitrary, or they can
act as bound variables, where bindings are established by associated operators.
Furthermore, an expression such as

L g(I1, ... , In)
'I/J(It. .•.•1n)=e

stands for summing over all possible values of g(h, , In) for all possible values
of the variables Ik for which the constraint 1/J(h, , In) = e holds.
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Figure 1: Detailed structure of part of the YAP model. Only three of the seven
bacteria included in the model are shown. Boxes stand for collections of similar
vertices. Solid arcs stand for atemporal stochastic influences, whereas dashed
arcs indicate temporal influences. Abbreviations of names of bacteria: PA =
Pseudomonas aeruginosa, HI = Haemophilus influenzae, SP = Streptococcus
pneumoniae.

Consider the Bayesian network, shown in Figure 1, that provides motivation
for the methods developed in this paper. Ventilator-associated pneumonia, or
YAP for short, is a low-prevalence disease occurring in mechanically-ventilated
patients in critical care and involves infection of the lower respiratory tract.
YAP is associated with signs and symptoms such as fever, sputum production,
abnormal chest X-ray and high numbers of white blood cells. As diagnosing and
treating a disorder in medicine involves reasoning with uncertainty, a Bayesian
network was constructed as the primary tool for building a decision-support
system to support clinicians in the diagnosis and treatment of YAP [11]. The
Bayesian network models the temporal process of colonisation of the mechani
cally ventilated patient by bacteria during stay in the critical care unit, which
may, but need not, give rise to YAP with its associated signs and symptoms.
This process is represented in the left part of the network. In addition, the ef
fects of particular antimicrobial drugs, represented by the vertex 'antibiot ics',
is modelled in the network in terms of coverage of the bacteria by these an
tibiotics (each bacterium is only susceptible to some antibiotics and not too
all). If a particular antibiotic covers many bacteria it is said to have a broad
spectrum; otherwise, its spectrum is narrow. Prescription of broad spectrum
antibiotics promotes the creation of resistance of bacteria to antibiotics, and
should therefore be avoided if possible. Thus, the problem for the clinician is
to ensure that the spectrum of antibiotic treatment is as narrow as possible, in
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Figure 2: Causal independence model.

order to prevent the occurrence of resistance, while still covering as many of
the bacteria as possible.

The Bayesian network model shown in Figure 1 includes two vertices where
probabilistic information has been expressed in terms of logical operators; the
conditional probability distribution defined for the variable 'pneumonia' was
defined in terms of a logical OR, whereas the distribution for the variable
'coverage' was defined in terms of the logical AND. We will return to the
meaning of these definitions below.

3 Causal Modelling and Boolean Functions

3.1 Causal independence

Causal independence (also known as independence of causal influence) [6, 161
is a popular way to specify interactions among cause variables. The global
structure of a causal independence model is shown in Figure 2; it expresses
the idea that causes G1, . • . , Gn influence a given common effect E through
intermediate variables II, . . . , In and a deterministic function f, called the in
teraction function. The impact of each cause GI on the common effect E is
independent of each other cause Gj , j =I- l. The intermediate variable II is
considered to be a contribution of the cause variable GI to the common effect
E. The function f represents in which way the intermediate effects II, and
indirectly also the causes GI, interact to yield the final effect E. Hence, the
function f is defined in such a way that when a relationship, as modelled by the
function f, between Ii, I = 1, . .. , n, and E = T is satisfied, then it holds that
e = f(11, . . . ,In)' It is assumed that Pr(e lIt, ... , In) = 1 if f(11, . . . , In) = e,
and Pr(e I II, . .. , In) = 0 if f(It, . . . , In) = e. The smallest possible causal
independence model has two cause variables.

A causal independence model is defined in terms of the causal parameters
Pr(II I GI), for I = 1, . . . ,n. An assumption underlying the causal independence
models introduced in [121 is that absent causes do not contribute to the effect.
In terms of probability theory this implies that it holds that Pr(il lei) = O. As
a consequence, it holds that Pr(tl I cz) = 1. In this paper we make the same
assumption.

The conditional probability of the occurrence of the effect E given the causes
Gll .. . , Gn , i.e., Pr(e IGll . . . ,Gn ) , can be obtained from the causal parameters
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Pr(II IGt} as follows [12, 16]:

n

Pr(e IGll . .. ,Gn ) = L Ilpr(I11 GI)'
!(I"" ',!n)=e 1=1

(1)

In this paper we assume that the function 1 in Equation (1) is a Boolean
function. Systematic analyses of the global probabilistic patterns in causal
independence models based on restricted Boolean functions was presented in
[12] and [8] . However, there are 22n different n-ary Boolean functions [4, 15];
thus, the potential number of causal interaction models is huge. However, if
we assume that the order of the cause variables does not matter, the Boolean
functions become symmetric [15] and the number reduces to 2n +l .

An important symmetric Boolean function is the exact Boolean function €I,

which has function value true, i.e. €I(lt , . . . ,In) = T, if Ej=ll1(Ij) = l with
lI(Ij ) equal to 1, if Ij is equal to true and 0 otherwise. Symmetric Boolean
function can be decomposed in terms of the exact functions €I as follows [15]:

n

I(Ill . . . , In) = V€I(lt, ... , In) 1\ 'YI
1=0

(2)

where 'YI are Boolean constants only dependent on the function I. For example,
for the Boolean function defined in terms of the OR operator we have 'Yo = J..
and 'Yl = .. . = 'Yn = T.

Another useful symmetric Boolean function is the threshold function 'rk,

which simply checks whether there are at least k trues among the arguments,
i.e. 'rk(lt, .. . ,In) = T, if Ej=ll1(Ij) ~ k with lI(Ij) equal to 1, if Ij is equal
to true and 0 otherwise. To express it in the Boolean constants we have:
'Yo = .. . = 'Yk-l = J.. and 'Yk = .. . = 'Yn = T. Obviously, any exact function
can be written as the subtraction of two threshold functions and thus any
symmetric Boolean function can be decomposed into threshold functions.

The interaction among variables modelled by the pneumonia and coverage
variables, as shown in Figure 1, was modelled by assuming 1 to be an OR and
an AND, respectively. This corresponds to threshold functions 'rk with k = 1
for the OR, and k = n for the AND. Hence, these two Boolean functions can
be taken as two extremes of a spectrum of Boolean functions based on the
threshold function. As by definition a patient has pneumonia independent of
the specific bacterium causing pneumonia, the logical OR appeared to be the
right way to model the interactions between the pneumonia variables. However,
as argued before, clinicians need to be careful in the prescription of antibiotics
as they have a tendency to prescribe antibiotics with a spectrum that is too
broad. This casts doubts about the appropriateness of the logical AND for the
modelling of interactions concerning coverage of bacteria by antibiotics. Using
the threshold function 'rk with k i= 1, n , may result in a better model. In
the following we therefore investigate properties of the threshold function, and
subsequently study its use in improving the Bayesian network model shown in
Figure 1.
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3.2 The noisy threshold model

Using the property of Equation (2) of the symmetric Boolean functions, the con
ditional probability of the occurrence of the effect E given the causes G1, . .. , Gn
can be decomposed in terms of probabilities that exactly I intermediate vari
ables II, . . . , In are true, as follows:

n

Pr(e IGI, .. . ,Gn ) = L L IIpr(Ii IGi ) .

0:51:5 n E.(h,...,ln) i=l
")'1

(3)

Thus, Equation (3) yields a general formula to compute the probability of the
effect in terms of exact functions in any causal independence model where an
interaction function f is a symmetric Boolean function.

Let us denote a conditional probability of the effect E given causes G1, , Gn
in a noisy threshold model with interaction function Tk as PrT t (e I GI, , Gn ) .

Then, from Equation (3) it follows that:

n

PrT t (e I G1 , " " Gn ) = L L IIPr(Ii IGi ) .

k:5l:5n E/(I" .. .,ln) i=l

4 The Poisson Binomial Distribution

(4)

It turns out that causal independence models defined in terms of the Boolean
threshold function, as discussed above, are closely connected to the so-called
Poisson binomial distribution known from statistics. After establishing this
connection, we review some its relevant properties and discuss what these prop
erties mean.

4.1 Its definition and relationship to the noisy threshold
model

Let I denote the number of successes in n independent trials, where Pi is a
probability of success in the ith trial, i = 1, . . . , n; let p = (PI, . . . ,Pn). The
trials are then called Poisson trials [5] , and B(l; p) denotes the Poisson binomial
distribution [3, 10]:

{n} 1
B(l iP) = II (1- Pi) L II 1~' .

i=l l:5iI <...<jl:5n z=l P, .
(5)

The Poisson trials have mean, defined as p. = '* L~=l Pi, and variance, defined
as 00

2 = '* L~l (Pi - p.)2 . When the variance 00
2 = 0, i.e., the success probability

Pi is a constant P, the trials are called Bernoulli trials and B(l ;p) reduces to
the binomial distribution: B(liP) = (7)pl (1 - p)n-I.

As it was assumed that absent causes do not contribute to the effect it
follows that the conditional probabilities PrT t (e I GI, . . . , Gn ) depend only on
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the 'active' causes, i.e., causes CI that are equal to T. Let L = {II CI = T,l =
1, . .. , n}, and let r be a bijective renumbering function, r : L ..... {I, . . . , ILn,
that respects the total order < on the natural numbers, i.e., if I < I', I, I' E L,
then r(l) < r(l') . Then, p(Cl, .. . ,Cn) = {P(il I CI) II E L} = {Pl"",PILI},
where Pr(il I CI) = Pr(I), for each I E L .

Then, the connection between the Poisson binomial distribution and the
causal independence model using the noisy threshold function is as follows.

Proposition 1 It holds that:

PrTk(e I Oi, . .. , Cn) = L: B(l; p(Cl, . .. , Cn)) (6)
k~I~lp(Cl ... ..Cn)1

Proof: Note that in Section 3.2 I:.l(!t .... ,!n) TI~=l Pr(Ii I Ci ) was defined as
the probability that exactly I intermediate variables h, .. . ,In are true. An
intermediate variable II can be seen as an independent trial which has a prob
ability of success PI = Pr(il ICd, which is equal to 0 if CI = 1., and otherwise
equal to Pr(il I ct). Thus, in order to find the probability that exactly I in
termediate variables are true it is enough to look only at those intermediate
variables that have a corresponding active cause. The set of the probabilities
of such intermediate variables has been defined as p(Cl, ... , Cn)' Considering
the definition of the Poisson binomial distribution in Equation (5), Equation
(4) yields what is stated in the premise of this proposition. 0

If the number of active cause variables is smaller than the threshold k the
conditional probability of the effect equals zero as it is shown in the following
corollary.

Corollary 1 Let Ip(Cl, ... ,Cn)1 < k,l $ k $ n, then PrTk(e I Cl, .. . .c.;=
O.

Proof: This follows directly from Equation (6). o

From Proposition 1 it follows that in a noisy threshold model with interac
tion function 'Tk and n cause variables, I::.:-i (7) of the probabilities PrTk(e I
C l , .. . , Cn) are set to 0, while the other I:~=k (7) conditional probabilities of
the effect such that Ip(Cl, . .. ,Cn)1 2: k are computed from the corresponding
Poisson binomial distributions.

In comparison, the noisy AND model has only one conditional probability
of the effect that is computed, i.e, Pr(e ICl, ·· . ,Cn) with Ip(Cl, . . . , Cn)1 = n,
while the other conditional probabilities are set O. In the noisy OR model only
the conditional probability Pr(e I Cl, .. . ,Cn) with Ip(Cl, . .. , Cn)1 = 0 is set
to 0 and the other conditional probabilities in the model are computed.

In the remainder of the paper, we review some probabilistic results for
the Poisson binomial distribution. We also present examples illustrating the
discussed properties. We use both nand p = Ip(Cl, ... , Cn)1 to define the
cardinality of the set p : n is used while discussing the properties of the Pois
son binomial distribution and p is employed to analyse these properties in the
context of noisy threshold models.
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4.2 Statistical characterisation

4.2.1 Mean and variance

The mean J.tp of the distribution B(i ; p) is by definition equal to

n

J.tp = Li B(i ;p),
i=O

and the variance u~ is equal to

n

u~ = L(i - J.tp)2B(i ; p) .
i=O

By means of some algebraic manipulation it can be shown that the mean J.tp
and variance u~ obey the following equations: J.tp = nJ.t and u~ = nJ.t(1- J.t) 
nu2 [5] . In words: the mean of the Poisson binomial distribution J.tp is equal to
the sum of the probabilities Pl, . . . , Pn. The variance u~ increases as the set of
probabilities (Pl , '" ,Pn) tends to be more and more homogeneous and attains
its maximum as they become identical. Therefore, in the noisy threshold models
a larger difference between the conditional probabilities Pr(il I Gl ) causes a
smaller variability of the success probability B(l ;p) .

4.2.2 Mode

(7)mp = { ~ or l + 1 or both
l + 1

The mode mp of the Poisson binomial distribution B(l ;p) is defined as a local
maximum. Darroch has shown that [2] :

if l ~ J.tp < l + 1~2
if l + 1~2 ~ J.tp ~ l + 1 - n-~+l
if l + 1 - nJ+l < J.tp ~ l + 1

where 0 ~ l ~ n . Thus, the most probable number of successes m p differs from
the mean J.tp by less than 1.

4.2.3 Shape of the Poisson binomial distribution

The Poisson binomial distribution is 'bell-shaped' [2] :

• the probabilities B(-I;p),B(O;p),B(I ; p}, ... , B(n;p), B(n+l; p) strictly
increase and then strictly decrease, except that there may be at most two
equal maxima;

• the probabilities B(-2; p), B(-1; p), B(O; p), . .. , B(n; p) , B(n+l ;p), B(n+
2; p) first increase convexly and then concavely, and then decrease con
cavely and then convexly.

The largest probabilities B(l;p) are concentrated around the mode m p of the
Poisson binomial distribution and the probabilities B(l ;p) decline in the right
and left tails. From this property it follows that combined knowledge of the
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mode of the Poisson binomial distribution and the Boolean constants 1'0, . . . ,1'p
can give some insight into the conditional probabilities of the effect E in the
noisy threshold models .

5 Approximations of the Poisson Binomial
Distribution

Since the Poisson binomial distribution has a complicated structure it is often
approximated by other distributions that have well-known properties.

5.1 Poisson approximation

Let
e-/.Lpl-tl

P(l; I-tp) = l! p

denote the Poisson distribution. The following bound on the total variation
distance between the Poisson binomial distribution and the Poisson distribution
was established in [10]:

00 n

L IB(l ; p) - P(l ; I-tp)1 < 2 LPr
1=0 i = 1

Thus, the Poisson approximation will be accurate whenever the probabilities
PI , . . . , Pn are small .

We used the Kullback-Leibler divergence [9],

( ) ~ ( . ) B(i; p)
K B,P = L.,.,B tiP 19 P( " )'

i = O t , I-tp

to measure the distance between the Poisson binomial distribution and the
Poisson approximation. Figure 3 plots the Kullback-Leibler divergence between
the Poisson binomial distribution with mean I-tp = 0.1,0.2,0.3,004,0 .5 and the
Poisson approximation. It is not surprising that the approximation becomes
more accurate as the number of probabilities n increases, i.e., the value of
I-t = ~ decreases.

Figure 4 illustrates how accurate the Poisson approximation is for the Pois
son binomial distribution B(l; p) when probabilities are small:
P = (0.01, 0.06, 0.09, 0.11, 0.14, 0.19) .

5.2 Normal approximation

Another approximation for the Poisson binomial distribution found in the prob
abilistic literature is the approximation by the standard normal distribution
[1, 13]. Let

1 1 2

4J(x) = V'I/IT e- 2 x (10)
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Figure 3: Kullback-Leibler divergence between the Poisson binomial distribu
tion and the Poisson approximation.
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denote the normal density function, and let

CI>(z) = [Zoo ¢(x)dx. (11)

Then for every Poisson binomial distribution B with mean J.Lp, variance O"~,

max ItB(i;P) -CI> (Z- J.Lp) 1< 0.7975 .
O$l:5n i=O O"p O"p

(12)

Thus, we see that the normal approximation is accurate when the standard
deviation of the Poisson binomial distribution

is large, i.e., when n -+ 00.
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Let

N(i; J.Lp; up) = ~ (i - ~: J.Lp) _ ~ (i + ~: J.Lp)

be an approximation of B(i; p) . We use the Kullback-Leibler divergence K(B, N)
to measure the distance between the Poisson binomial distribution and the nor
mal approximation.

Figure 5 shows a plot of the Kullback-Leibler divergence between the Pois
son binomial distribution and the normal approximation for the probabilities
(Pl,'" ,Pn) that have the same mean J.L = 0.6 but differ in variance u 2 and
number of probabilities n. We can see that the accuracy of the approximation
improves when either the variance u 2 or the number of probabilities n increases .

Figure 6 shows the accuracy of the normal approximation for the Poisson
binomial distribution by an example: p = (0.2, 004, 0.6, 0.8, 0.8, 0.99), i.e.
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the standard deviation of the distribution is high up = 0.985.
The Poisson binomial distribution can also be approximated by the bino

mial distribution [14]. The binomial approximation is accurate whenever the
variance u2 is small .

6 Experimental Results

In Section 2, we have described a Bayesian network, shown in Figure 1, that
is aimed at assisting clinicians in the diagnosis and treatment of patient with
YAP in the critical-care unit. It was noted that a limitation of the present
Bayesian network model is that it attempts to cover every possible bacterium
by which the patient is being colonised, even if it is normally unlikely that
YAP is caused by every possible bacterium included in the model at the same
time. Such behaviour was accomplished by defining the interaction between the
individual coverage vertices , each of them with an incoming arc from a coloni
sation vertex and the antibiotic vertex, by means of a logical AND. This results
in the prescription of antibiotic treatment with a spectrum that is very often
too broad. The hypothesis we investigated was, therefore, whether any noisy
threshold model with function Tk, where 1 < k < 7, would yield a performance
superior to that of the noisy AND model.

Initial experimentation with various Bayesian networks obtained by replac
ing the noisy AND by a noisy threshold model showed that for k = 1,2, . .. , 7
the noisy threshold model yielded posterior probability distributions where for
k = 1,2 the antibiotics prescribed were always very narrow, even when the
patient was assumed to have an infection caused by 5 different bacteria. For
k = 5,6 the antibiotics prescribed were always broad-spectrum antibiotics.

Further experimental results were obtained by applying Bayesian networks
with the noisy AND and noisy threshold model for k = 3 and k = 4 to the
time-series data of 6 different patients. At each time point, each of the these
Bayesian networks was used to compute the spectrum of the antibiotics consid
ered optimal. The results are summarised in Table 1. On average, the results
obtained by the noisy threshold model with k = 4 are best, as it never pre
scribed broad-spectrum antibiotics; in addition, it did not prescribe antibiotics
with very narrow spectrum if the infect ion was caused by 2 or 3 bacteria. In
conclusion, replacing the noisy AND model by a noisy threshold model did give
rise to performance improvement of the Bayesian network.

7 Discussion

In this paper, we expanded the space of possible causal independence models
by introducing new models based on the Boolean threshold function, which
we have called noisy threshold models . It was shown that there is a close
connection between the probability distribution of noisy threshold models and
the Poisson binomial distribution from statistics. We have investigated what
the well-studied properties of the Poisson binomial distribution mean in the
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Table 1: Results of the prescription of antibiotics to 6 patients with VAP caused
by 1, 2 or 3 bacteria using various causal independence models, in comparison to
the clinician . Abbreviations of antibiotic spectrum: v: very narrow; n: narrow;
i: intermediate; b: broad. As some of the patients were colonised by different
bacteria at different days , there are 10 cases of the prescription of antibiotics.

I
#Bacteria ~ 1 I--;T;l

Model ~ ~

Clinician 3n2i 1i3n Ii
Noisy threshold (k = 3) 5v 4v Iv
Noisy threshold (k = 4) 3v2n 4n In
Noisy AND 1i4b 1b3i u

context of these newly introduced models . The noisy threshold models can be
looked upon as spanning a spectrum of causal independence models with the
noisy OR and noisy AND as extremes.

Even though this paper has focused on the conditional probability distribu
tions of noisy threshold models, most of the presented theory can be exploited
as a basis for the assessment of probability distributions of causal independence
model where the interaction function is defined in terms of symmetric Boolean
functions . This is a consequence of the fact that any symmetric Boolean func
tion can be decomposed into a disjunction of Boolean exact functions in con
junction with Boolean constants. This basic property indicates that the theory
developed in this paper has an even wider application, which, however, still
needs to be explored.

Finally, it was shown that the noisy threshold model is also useful from a
practical point of view by using it as a basis for the refinement of an existing
real-world Bayesian network.
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Abstract

This paper describes a neural network architecture which has been
developed specifically to investigate and alleviate the effects of
catastrophic interference. This is the tendency of certain types of
feed forward network to forget what they have learned when required
to learn a second pattern set which overlaps significantly in content
with the first. This work considers a neural network architecture
which performs a pattern separated representation of the inputs and
develops an attractor dynamic representation, which is subsequently
associated with the original pattern. The paper then describes an
excitatory and inhibitory function which ensures only the top firing
neurons are retained. The paper considers the biological plausibility
of this network and reports a series of experiments designed to
evaluate the neural networks ability to recall patterns after learning a
second data set, as well as the time to relearn the original data set.

1. Introduction
Catastrophic Interference can be summarised as the failure of a neural network to
recall a previously learned pattern X when required to learn a new pattern Y. The
problem was first illustrated by McCloskey and Cohen [1] who attempted to train a
back propagation network to learn the AB-AC list learning task, where a set of
words A, can be associated with alternative words B and C. This finding inspired a
large amount of subsequent research [2,3,4,5,6,7,8,9]. The main conclusion of this
research was that interference results from the continual use of the same units and
weights to learn different associations. After learning a particular association with
a given set of weights, any attempt to learn a new association, with its subsequent
weight changes will undo the previous learning. This will occur every time shared
weights are sequentially used to learn different, incompatible associations . There
are effectively two ways of alleviating this problem. The first allows different units
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to represent different associations. The second uses slow interleaved learning to
allow the network to shape the weights over many repeated presentations of the
different associations in a manner, which accommodates their differences.

Both perspectives involve a compromise between using parameters resulting in
overlapping distributed representations but also induce catastrophic interference.
Alternatively the modeller could use a set of parameters which provide the model
with sparser, separated representations by activating less units which reduces
interference from new patterns but also loses the benefits of overlapping,
distributed representations. Initial attempts to solve catastrophic interference
addressed the deficiencies of the back propagation of error architecture [2,3]. In
recent year the focus has moved towards the design and development of neural
network architectures and algorithms which reproduce aspects of biologically
motivated systems found within the mammalian cortex.

Areas such as the hippocampus have been extensively studied and documented by
researchers. This work continues a body of research into catastrophic interference
avoidance which argues that a biologically motivated solution based upon certain
aspects of the brain which are devoted to memory offers a solution to the problem
of catastrophic interference avoidance. Section 2 provides details of the
hippocampus and why it does not suffer from catastrophic interference (or
catastrophic forgetting) Section 3 considers previous hippocampally inspired neural
network architectures, sections 4 and 5 discuss pattern separation and its
implementation in this model respectively. Section 6 introduces the association
matrix used for pattern recall. Section 7 provides a brief discussion of pattern
completion which is the principle means of retrieving information from this
network. Section 8 details the data sets employed, whilst section 9 discusses the
experiments performed. Section 10 concludes the paper with observations on the
results and future work to be carried out.

2. The hippocampus
Since the pioneering work of Ramon and Cajal [11] the hippocampus has become
one of the most intensely studied regions of the brain. This is possible because the
structure of the hippocampus is extremely well structured and therefore easier to
ascertain than other areas of the brain. In addition, the importance of the
hippocampus in memory formation has been demonstrated by the effects certain
diseases and traumas have upon this area. The famous case of patient H.M [12]
who underwent surgery to remove parts of the hippocampus as a means of
controlling severe epilepsy being a case in point. Although the operation cured his
epilepsy patient H.M was left with severe anterograde amnesia (inability to recall
recent memories).

A large body of literature has been produced in recent years concerning the
hippocampus. From this certain general conclusions can be drawn.

• Damage to the hippocampus results in an inability to form new memories
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• All memories acquired prior to the damage are still accessible.

• Although damage to the hippocampus results in the inability to form new,
episodic memories, the patient is still capable of forming procedural
memories.

• The hippocampus is responsible for forming certain types ofmemory not a
storage area for memory. The hippocampus is understood to receive
information from several sources to form memories concerned with
specific events or facts (13]

2.1 Hippocampal internal structure

In this section a brief outline of the cellular structure of the hippocampus is
provided before a model of the hippocampus and its interactions is presented later.
Of particular relevance for the author's model are the following regions.

2.1.1 The Entorhinal Cortex (EC)

The entorhinal cortex is the main connection point for information transmitted via
the Parahippocampal assembly, and the neo cortex. In this authors model the EC is
represented as having both an input from information collected from the outside
world and an output which is an exact replica of the data being input to the EC.
The input aspect of the EC is responsible for transferring information to the
following processing areas.

2.1.2 The Dentate Gyrus (DG)

The output from this region is carried to the CA3 region by mossy fibre cells in
region CA3. The ratio of mossy fibre connections to CA3 cells is approximately 1
mossy fibre for every fifteen CA3 cells. There are approximately 300,000 CA3
pyramidal cells each of which receives about 50 mossy fibre inputs. This means
the probability of the output from a particular DG cell reaching a specific CA3 cell
is very low.

2.1.3 CA3 Region

Output from the CA3 cells is known to branch in two ways. The first branch forms
a set of recurrent connections which synapse back to the dendrites of other CA3
cells. The others (termed Schaffer collaterals) carry the output from CA3 to region
CAL Approximately seventy five percent of the synapses onto each CA3
pyramidal cell are recurrent collateral axons from the CA3 cells themselves. This
suggests that the CA3 structure could be almost entirely devoted to recurrent
excitatory connections.
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3. A hippocampally inspired neural network model.
The model used for the authors work on catastrophic interference is loosely based
on what has been referred to the "Hebb-Marr' model of hippocampal function
[14,15 ,16] From this model the two most important computational mechanisms are
the feed forward pathway from the EC to the CA3 region via the DG, which is
required for the encoding of new memories, and the recurrent connections within
the CA3 which is needed to recall previously stored memories. In the next section
two competing principles are discussed which are hippocampally inspired and form
the fundamental computational processing aspects of this model; namely Pattern
separation and pattern completion.

4. Pattern separation
Pattern separation has been suggested as one possible mechanism for the formation
of different and relatively non over-lapping representations in the hippocampus. As
a solution to catastrophic interference it is ideal in that it allows for different
subsets of units to encode different memories. As a result there is little or no
interference as different sets of weights are involved. High neuron activation
thresholds lead to a conjunctive representation because only those units having the
closest alignment of their weight patterns with the current input activity pattern will
receive enough excitation to become activated. Accordingly the activation a unit
receives is a relatively high proportion of the total number of input units that are
active; meaning a specific combination of those inputs which are responsible for
driving the units.

5. Pattern separation implementation
This author uses a point neuron activation function that provides a crude but
effective approximation to the neural dynamics that sum all of the inputs into a
particular neuron. A point neuron activation function requires an explicit
separation between inputs which are excitatory or inhibitory. Abstract neuron
representations simply add together inputs with both positive and negative weights.
Such a state ignores the biological constraint that all inputs produced by a given
sending neuron are either all excitatory or all inhibitory. The two inputs are, the
level of excitation coming into the neuron from other neurons and the amount of
inhibition which in a biological neural network would be provided by specialised
inhibitory neurons in the cortex, but is simulated here by an inhibitory function
which will be discussed in more detail later. The net input to the neuron is
described as a time averaged activation function of the format.

(X;Wij)k =.!. Lx;wij
n ;

where k represents the synaptic conductances. These are subsequently averaged
together. The 1/n factor is usually equal to the number of connections a unit has
within a given projection. The amount of excitatory conductance for a given
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projection g ek is an average of the individual inputs multiplied by a normalising

factor which is based upon the expected activity level of the sending projection.

This is represented by the variable a k

g = _1 (x .w ..)
ek I 'J ka k

[2]

The normalising factor enforces a constraint upon the system that each projection
has roughly the same level of influence. At this stage the total level of excitatory

conductance ge is expressed as the average of the projections conductance's plus,
a normalised bias.

[3]

In this formalisation np is the number of projections. The bias term is regarded as

another projection, which would generate a disproportionate influence on the
systems if it were not scaled correctly. This is achieved by dividing by the total
number of input connections, N which ensures the bias weight has approximately
the same importance as one normal synaptic input. Once the input conductances
are calculated the membrane potential update equation is applied. The weighted
average form of this equation is.

v = g.E. + g,E,g,E/
m g.+g,+g,

[4]

where Vmis the membrane potential, ge' g j and g/ are the levels of excitatory,

inhibitory and leak conductance and E
c

' E i and E/are the driving membrane

potentials for excitation, inhibition and leak. This equation is used directly within
the model, but the parameter values range between 0-1 based upon normalised
biologically based values.

In this model, pattern separation is achieved as follows. An initially randomly
generated normally distributed weight matrix of mean 0 and standard deviation I is
created. The weight matrix is multiplied by the number of input patterns (X) and a
normalised bias term is added to the product (normalising the bias term is a method
for representing the long distance which sometimes occur between synapses and
neurons). The result is then presented to the neuron activation function described
above and the most excited neuron is located. All activations below the maximum
are set to zero. Those neurons whose activations are the highest are set to I. The
most activated neurons, and a group of neurons which are nearest to it
(approximately 20% of the neurons) location (which corresponds to the row of the
weight matrix) is found for each of the patterns. All elements on the row which
match the pattern set are increased upwards or downwards (towards I or 0)
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depending upon whether the element is I or O. A simple self organisation
algorithm is used of the form;

IfX(s,i) > 0

W(Winners (r),s) = W(Winners(r),s) + lc*(l-winners(r),s)

else

W(Winners(r),s) = W(Winners(r),s) - (lc * W(Winners(r),s))

Where s is the number of rows of input data, i is the number of columns of input
data, X is the data matrix containing the input patterns, W is the entire weight
matrix, Winners is a matrix which stores the winning neuron positions
corresponding to the rows of the weight matrix to be updated, and Ic is a learning
constant. The winning row of neurons is updated until it matches the respective
input pattern.

5.1 Auto associative layer

The second layer of the network receives pattern separated input directly from the
first layer of the network. The neurons are recurrently connected to each other,
which allow this layer to perform an auto associative function. Since there are a
large number of recurrent connections within the CA3 region it has been postulated
that this area could act as an auto associative memory capacity. If a new event was
to be memorised it would be represented as a firing pattern of CA3 pyramidal cells
which would subsequently be stored using associatively modifiable synapses on the
recurrent connections. The autoassociator reproduces at the output stage the same
pattern it was presented with at input. It is similar to the Hebbian rule type pattern
associator, and is capable not only of storing independent memories using the same
set of connections, but can also remove incomplete and noisy inputs. An
autoassociator consists of a set or processing units, each with a dendrite and an
output line. The external input to the autoassociator comes from an earlier stage of
processing. The transformed signal is passed on by the output lines to the next
processing stage.

The total input to an autoassociative network unit i consists of an external input and
an internal input generated from the feed back from other units within the
autoassociator. The internal input is calculated as the sum of the products of the
activity of each unit connected to i and the strength of the connection between them

netinput, = extinput, + L ja jwij [5]

where aj is the activity of unit j which j indexes all units in the auto-associator
except I Wij is the strength of the connection between the recurrent input from unit j
and the dendrite of unit i. Input to the autoassociator is represented by a clamped
pattern of stimulation (the external input to the network) onto the dendrites. In this
example the external input represent the pattern separated representation of the
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input pattern. A sigmoid activation function receives the external input, and the
activity produced weighted by the strength of the appropriate connection produces
an internal input to the other units.

The net input to any particular unit is now the sum of external and internal inputs.
This results in a new level of activity in the unit, which is fed back to all other units
resulting in a change in both their net input, and their activity level. The auto
associator runs for a number of cycles until it reaches a steady state where there is
no further change in the internal input. The chosen method of auto-association
requires the second layer to perform in a manner similar to that of the Hopfield
neural network [17]. The second layer now consists of a single layer recurrent
network with a symmetric weight matrix whose diagonal elements are all zero.
Networks of this type store n-number of patterns as fixed point attractors. The
locations of the attractors are determined by the weight matrix. The stored patterns
can be specified either by direct computation via the Hebbian learning rule, or a
gradient descent method such as the delta rule.

The difference between the internal and external inputs is calculated, and the
strength of the weight connections is then adjusted to ensure the difference is
reduced. If the internal input to a given unit is less than the external input then the
connection weights are increased, whilst those carrying a negative input are
reduced. The weight change rule !:1 w .. = 80 .a . where E is a constant which

. U I J

determines the weight change for an individual trial Oi, is the error on unit i and aj

is the activity ofunitj.

6. Third layer architecture
The final stage of learning in this architecture is to associate each pattern separated
item of data with its original pattern. This is achieved by use of a matrix structure
similar to Bart Kosoko 's architecture for an associative network architecture using
a crossbar structure [18]. This is a matrix solution to association memory between
two sets of data items. Such memory is not trained as most neural network
architecture are but is the result of multiplication and summation .

Each vector A is associated with a vector B. Three correlation matrices are
produced by multiplying the vectors using the equation.

[6]

These three matrices are then added together to produce a master weight matrix.

[7]
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The weight matrix produced as a result of equation [12] can now be used to obtain
the vector associated with any input vector. Since the resulting vector is limited to
the range [1 -I] a function called signum is used which takes the form.

{

- I when x < 0,

sign (x) = 0 when x = 0,

I when x > o.

7 Pattern completion
The purpose of pattern separation is to ensure that a smaller, more compact
representation of the original pattern can be stored for use as a cue to assist in
recall . The recall of the original pattern is termed pattern completion. An episodic
memory system requires random sets of concurrent activities to be associated
quickly and stored as one event which can be retrieved via a partial cue consisting
of a sub component of the memory.

Pattern retrieval is achieved by submitting some part of it to the network . From
studies of long term potentiation it has been observed that Hebbian synaptic
modification operates over a time frame of approximately 1 second. As Hebbian
leaming is known to participate in both memory formation and other areas of the
brain (LTP) it is theorised that the hippocampus would be capable of functioning
sufficiently quickly to create snapshots of episodes , but with there being
insufficient time to reorganise the information, each event would be stored as a
simple association between different cortical inputs. An obvious issue with pattern
completion concerns the ability of patterns which are subsets of previously leamed
patterns. Some researchers have suggested that the key influence in avoiding
premature pattern completion is the activity level, generated by inhibition functions
which ensure that weakly excited units do not become active.

In addition the hippocampus is also thought to playa significant role in recollecting
specific studied details [19] whilst at the same time being highly context sensitive
This last aspect is important from a pattern completion perspective as it provides a
means of explaining how pattern completion is triggered by the use of sparse
representations designed to represent the original patterns. Recall the leaming
sequence for the network described above.

• Input patterns are presented to the transfer layer

• Pattern separation takes place at the next layer

• Binding of patterns occurs at the auto associative layer
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Figure I : The basic architecture for the proposed solution. Input patterns are fed
into the transfer layer from outside the architecture. The transfer layer operates in a
linear fashion to move the patterns to the pattern separation layer, where excitatory
and inhibitory neurons ensure a reduced, orthogonal input set is produced for the
next layer. This is then subject to auto association to produce a stable attractor
dynamic. Each auto-associated representation is associated with the original
pattern via a connectivity matrix, which can be accessed later to reproduce the
correct pattern.

8. Data sets used
For the following experiments, two data sets were used to test the architectures
ability to function under a variety of catastrophic interference avoidance scenarios.
The congressional voting records and edible and poisonous mushroom sets can be
located at the UCI database repository [20]. Both sets were used in a similar
scenario by French [6].

8.1 Congressional Voting Records

This data set includes votes for each of the U.S.A House of Representatives
congressmen on 16 key votes identified by the congressional quarterly almanac
(CQA). The CQA lists nine different types of votes: voted for, paired for, and
announced for (these three simplified to "yea"), voted against, paired against, and
announced against (these three simplified to "nay"), voted present, voted present to
avoid conflict of interest, and did not vote or otherwise make a position known
(these three simplified to an unknown disposition). There are 17 input attributes
and 435 instances. The training and test sets are selected at random.
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8.2 Edible and poisonous mushrooms

This data set includes descriptions of hypothetical samples corresponding to 23
species of gilled mushrooms in the Agaricus and Lepiota Family. Each species is
identified as a) definitely edible , b) definitely poisonous , or of c) unknown edibility
and not recommended. This latter class was combined with the poisonous one.
There are twenty two attributes , and 8124 instances. The combination of 17
poisonous and three edible , and vice versa are selected to enforce the quasi
contradictory aspect of the experiments described in more detail.

9. Experiments performed
The performance of this author 's network is evaluated against standard back
propagation of error using two criteria . The ability to recall previously learned
patterns, and the time taken to relearn a previous data set following retraining .

9.1 Sequential learning experiment.

The data set used in this experiment is taken from the congressional voting records
set at the VCI repository. Twenty patterns are selected at random from the data set
corresponding to ten congressman from each of the republican and democrat
parties. Each is presented sequentially to the network. The order of presentation
was randomised during each run and the results averaged over fifty runs. After the
twenty patterns are serially learned, the network is tested to see how many of these
items it remembers . The criteria used being "how near is the networks output to
0.2 of the required output"[6]. After serial learning of the items, the network is
tested on its ability to recall each item. Figure 1 shows that the biologically
motivated model is below the 0.2 convergence criteria for 6 items (item numbers
15-20) and is within 0.05 of this requirement for a further 4 patterns (item numbers
10-14)

Standard back propagation of error is only able to produce two items which are
within the 0.2 threshold criteria (item numbers 19 and 20) In addition table 1
demonstrates that the amount of forgetting between the final item and its immediate
predecessor is considerably larger for a back propagation network than for the
biologically motivated model.

Architecture Difference

MLP/BP 0.15

Biologically 0.08
motivated

model

Table I: Error difference between the final items
learned and its immediate predecessor
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Figure I: Amount of error for each of the 20 items learned sequentially after the final item
has been learned to criteria (0.2 thresholds, indicated by the flat line as per the experimental

method cited in [6]

9.2 Performance on real world data

This experiment uses the mushroom data set from the UCI data repository.
Catastrophic interference can be eliminated if the network has been pre trained on a
random sample of data taken from the domain in which it is expected to operate.
However this only applies if the random sample captures the regularities of the
operating states domain [5]. However if the new set to be learned does not share
the regularities of the pre training set, the neural network must be capable of
generalising from one data set, that a new data set is in fact similar to it, even
though it is not identical. In this experiment two "quasi contradictory" sets of
mushrooms form the UCI mushroom database were selected. The criteria for quasi
contradictory being that the mushroom pairs differ by no more than three of the 22
attributes. There are 70 pairs of closely paired edible/poisonous mushrooms in this
set. Twenty pairs of mushrooms are selected for the original training set, and
another twenty for the quasi contradictory set. The original set consists of 17
edible mushrooms and 3 poisonous. The second mushroom set consists of
mushrooms which are very similar to the original data ("contradictory set")
contains 17 poisonous and 3 edible mushrooms.



158

1.4
.1 MLP/BP

2 BPM

1.2

(I)

.J::.
(.J
0
0..
Q)....
0

Qj 0.8
.tl
E
::s
z
Q) 0.6

oS....
0

.s
0.4iV

0::

0.2

a
2

Type ofNetwork

Figure 2: The ratio of the number of epochs necessary for relearning the original patterns,
to the number of epochs initially required to learn these patterns (after the disruptive pattern
set has been learned) as determined by the number of epochs of training time required for
each run.

Figure 2 shows that relearning rates for standard back propagation of error are
considerable longer than for this author's biologically motivated mode neural
network. This author's biologically motivated model is capable of retaining a
sufficient level of memory to allow the network to be retrained quicker than a back
propagation neural network.

10. Observations
This paper has considered a biologically motivated strategy for the alleviation of
catastrophic interference, based upon one possible model of memory. The
architecture utilises pattern separation to reduce the dimensionality of the original
input pattern which is subsequently auto associated to produce a stable attractor
dynamic representation of the pattern set. This is subsequently associated with the
original pattern set. In recall mode the separated representation activates the
correct attractor dynamic representation which is used to activate the correct
pattern. This author has compared and contrasted the performance of this model
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against standard back propagation of error. Using two real world data sets the
biologically motivated architecture shows superior performance to feed forward
neural networks using back propagation of error in both its ability to recall
previously learned information, and the time to relearn a data set.

The findings from this study confirm earlier work by French [3,6] that back
propagation is highly susceptible to weight disruption caused by new, overlapping
pattern learning. In addition these experiments though tentative confirm that a
pattern separation approach to catastrophic interference can result in significant
alleviation of catastrophic interference. These experiments support the hypothesis
that neural networks based upon certain neuro-scientific principles can provide an
effective remedy to catastrophic interference. Although certain aspects of the
model could be challenged as lacking a degree of biological plausibility the
architecture is still capable of remembering the majority of previously learned
information. If the second pattern set is substantially smaller than the original set
this reduces the effectiveness of the biologically motivated model significantly,
which is caused by the use of auto associative architectures such as the Hopfield
network. In addition the architecture has to date only been tested upon binary data
sets. However this caveat aside the architecture performs extremely well. Future
work in this are will include a comparison of the author's model to a variety of
other architectures which have been proffered as solutions to this problem.
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Abstract

This paper proposes a new evolutionary operator called
Constrained MUlti-parent Recombination (CMR) that performs
Estimation of Distribution Algorithm (EDA) for continuous
optimization problems without evaluating any explicit probabilistic
model. The operator linearly combines subsets of the parent
population with random coefficients that are subject to constraints
to produce the offspring population, so that it is distributed
according to Normal distribution with mean and variance equal to
that of the parent population. Moreover, the population
convergence rate can be controlled with a variance-scaling factor.
CMR is a simple, yet robust and efficient operator. It eliminates the
requirement for evaluating an explicit probabilistic model and thus
the associated errors and computation . It implicitly models the full
set of d(d-I)/2 interdependencies between components, yet its
computation complexity is only O(d) per solution (d denotes the
problem dimension). Theoretical proofs are provided to support its
underlying principle. Preliminary experiment involves comparing
the performance of CMR, four other EDA approaches and
Evolutionary Strategies over three benchmark test functions .
Results show that CMR performs more consistently than other
approaches.

1 Introduction

Estimation of Distribution Algorithm (EDA) belongs to the class of Evolutionary
Algorithms that uses probabilistic model of promising solutions to guide further
exploration of the search space [I). It is implemented in two steps: first, estimating
the model parameters of the selected population, and second, sampling the new
population from the estimated model. In applications to continuous optimization

161
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problem, the probabilistic model is often assumed to describe Normal distribution
[2, 3]. The parameters are therefore, the population mean and variance, or their
alternative representation such as that in Gaussian networks.

However, the evaluation of the probabilistic model raises two problems. First,
the modelling of the full set of interdependencies includes d(d-l )/2 parameters (d is
the problem dimension), which requires severe computational intensity and memory.
This leads to the second problem, that approximation techniques are often required
to reduce the number of parameters. The problem now involves selecting the model
that yields the optimal trade-off between efficiency and accuracy.

The paper proposes a new multi-parent recombination operator called
Constrained Multi-Parent Recombination (CMR) that alleviates the above problems
through implementing continuous EDA without evaluating an explicit probabilistic
model. CMR is a form of multi-parent recombination. To generate each offspring,
CMR linearly combines a random subset of parent population with a set of random
coefficients that are subject to constraints, such that the offspring is distributed
according to Normal distribution with mean and variance equal to that of the parent
population. CMR implicitly models the full set of d(d-l)/2 interdependencies
between components, yet it only requires computation of Oid) per solution and thus
runs very fast. Moreover, the offspring variance size can be controlled by a scaling
factor, which is very useful for adjusting the population convergence rate. Detailed
proof of the mechanism of CMR is described. Experiments include comparing the
performance of CMR, Evolutionary Strategies (ES) and four other EDA techniques
of UMDA, MIMIC, EBNA and EBNA over optimizing three benchmark functions
that are commonly used for evaluating Evolutionary Algorithms. Results show that
CMR is more consistent than all other methods in finding the global optimum.

The rest of this paper is organized as follows. In Section 2, we overview EDA
and related approaches and discuss their differences and similarities with CMR.
Section 3 provides a detail description on CMR, which includes its principle,
implementation and theoretical validation. Some empirical observations and
remarks on the performance of CMR are also described. The experiments and
results are reported in section 4. Finally, conclusions are drawn in section 5.

2 Background and Problem Definition of EDA

In the literature, most continuous EDA approaches assume that the population
distribution is Normal, and all approaches require using a probabilistic model of
either multivariate Normal distribution or Gaussian Network to estimate of the
selected population distribution [1-3]. Although the later model is more
comprehensible, the two are functionally equivalent. The parameters of one model
can be transformed to the parameters of the other [4]. The full set of parameters
comprises d elements for representing the mean, d elements for representing the
variance and d(d-l )/2 elements for representing the interdependencies between
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components. Since the representation of the full interdependencies is of O(d2
) ,

approximation techniques are required to reduce the number of parameters for large
d. This leads to the classification of EDA approaches into three groups according to
the number of interdependencies considered, which are approaches that model no
interdependency, pairwise interdependencies and multivariate interdependencies
models. See [1-3] for a comprehensive review of these approaches. In general, the
more interdependencies modelled, the better the approximation is at the cost of
higher computational intensity.

Therefore, the implementation of EDA using an explicit probabilistic model
requires three tasks: first, selecting the model that considers the optimal number of
interdependencies, second, estimating the model parameters and third, sampling the
new population from the estimate. Each task induces certain approximation or
computational error and computational complexity that may accumulate and lead to
an overall performance degradation. CMR, which involves only multi-parent
recombination, eliminates these tasks and related problems through performing
EDA without evaluating any intermediate probabilistic model. Such direct
implementation also saves computational time and memory.

It is worth mentioning two other approaches that are closely related to EDA and
CMR: correlated mutation by Schwefel [5-7] and Eigensystem transformed Gene
Pool Recombination (GPR) [8]. Both approaches consider the full set of d(d-l)/2
interdependencies to achieve rotational-invariance. Rotational-invariance describes
the property that an algorithm is unaffected by the geometrical rotation of the search
space that causes linear inseparability between components. This is an important
property as linear inseparability significantly degrades performance of Evolutionary
Algorithms [9]. In correlated mutation, each individual is assigned its own set of
mutation variances and interdependencies that are expressed in rotational angles.
Mutation noise is generated through sampling a random vector from Normal
distribution with mean zero and corresponding variances, and then rotating the
random vector by the rotational angles. In Hansen's derandomization approach [10
12] to correlated mutation, the variance and interdependencies are learnt as a
variance-covariance matrix. The purpose of representing interdependencies as
rotational angles instead of correlation coefficients is to eliminate the occurrence of
ill-conditioned variance-covariance matrices. Voigt's Eigensystem GPR obtains the
eigenvectors of the parent population and uses them to transform the solutions to
remove the interdependences between components.

Thus both correlated mutation and Eigensystem GPR require eigensystem
computation to achieve rotational-invariance, which may be prohibitive for large d
(d>1000). In addition, the memory required for storing the interdependencies is of
O(d2

) . CMR, which uses only multi-parent recombination, requires only O(d) per
solution computation and no memory.
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2.1 Notations

To facilitate further discussions on CMR, some notations are defined here. In
general, we write matrices and vectors in bold upper- and lowercase symbols
respectively to distingui sh them from scalar variables. N (J1 x , I: .r ) denotes the

multivariate Normal distribution with mean J1 ... and variance-covariance I:x ' The

subscript indicates the variables from which the mean and variance are computed.
For Evolutionary Algorithm, each individual solution is a vector in the real d
dimensional space. The selected population, called the parent population, comprises
of Se individuals is denoted by X=(Xl, X2, ..., xSe }, while the newly generated
population, called the offspring population, comprises of N individuals is denoted by
Y={Yh Y2, ..., YN}' X,b:X denotes the ith subset of the population. To distinguish
between the arithmetic value and expected value, we use <x> and Var(x) to
represent the arithmetic average and variance respectively , and x= E[(x)] and

1: = E[Var(x)] to represent the corresponding expected value.

3 Constrained Recombination

3.1 Principle

The objective of CMR is to generate offspring Y={Yb Y2, ..., YN} that is distributed
according to the Normal approximation of the parent distribution (the true
distribution of the parent population is unknown), i.e.

Y j - N (J1 ... , I:x) Vi (I )

where J1 ... and I: x denote the mean and the covariance of the parent X={Xh X2, ...,

xse } . The most straightforward method is to compute J1 ... and :Ex and then sample

from N(J1 x,I: x )' However, as shown in section 2, sampling from the model often

requires computation of the eigensystem. CMR avoids it by using a specially
designed multi-parent recombination to generate each offspring, thus eliminating
evaluation of any explicit probabilistic model. The overall complexity is only Oed).
Detailed implementation is as follows.

3.2 Implementation
For each offspring Y« a random subset of r individuals X, ={Xj.], Xi.b ..., xi.d called
the recombinants is sampled from the selected population X. r is an integer chosen
between 3 and Se. The recombinants are then multiplied by a set of r independent,
identically distributed (iid) random coefficients 3j={aj.], au. ..., aj.d and summed
together to generate the noise vector z,
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r

Z; = La;.rx;.r (2)
r=1

We call the linear combination in (2 constrained linear combination because the
coefficients {a;.rl are subject to the following constraints:

E[±a;.r]=O (3)
r=1

it.a,:,].K2(N~I)·K' for IargeN (4)

To satisfy (3 and (4, it is easily derived that (ai .rl must be sampled from a
probability distribution of mean f.Ja=O and variance o"/=K2/(N- l) , which we have
chosen to be the Gaussian distribution in this work. Constrained linear combination
is the most critical procedure of CMR. It achieves three objectives :
1. Constraint (3 forces the mean of Z; to be zero, i.e. <z>=O
2. Constraint (4 forces the covariance of z, to be K 2r.x ' i.e. Var(z) = «-x,
3. The sum of I' iid terms in (2 causes the distribution of Z; to be Normal.

As a result, Z; is Normal distributed with mean zero and covariance K 2r.x' i.e.

z;-N(O,K 2r.x ) Vi

Proofs are given in the next section. The final step is to compute the parent
population mean J1 x as:

J1 . = (x) = J...."Se x (5)
x Se ",",s=1 s

and add it to Z; to create an offspring y;:
y;=(x}+z; (6)

The vector addition shifts the offspring mean from zero to J1 x . Now y; is

distributed according to Normal distribution with mean J1 x and variance r.x' i.e.

Y; - N(J1x'r. x) Vi (7)

which is the same as (l at K2=1, thus we have achieved the objective of EDA. The
process is repeated until N offspring are sampled. The scaling factor K2 allows
control over the relative covariance size. The computational complexity of CMR,
which mainly involves (dxn multiplications and (dxn additions for performing
linear constrained combination in Eq. 2, is of O(d) per solution. The
implementation of CMR is summarized in Fig. 1.
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Randomly sample r
individuals Xi={XU '

xi,2" •• xi,r} as recombinants

•Generate noise vector z, with
constrained linear

recombination
zi=Er=,rai,.«,y

,

Create offspring Yi
Yi=<X>+Zi

Fig. 1 Implementation of CMR.

3.3 Proofs

The most critical step of CMR is the generation of the noise vector z, that is

distributed according to Normal distribution with mean zero and covariance K 2 r,X'

This section provides the proof of these properties. The proof follows the
methodology in [13]. For simplicity, we consider only one component from the
parent and offspring vector for brevity. thus replacing the original symbols with
x=x, y=y and z=z and the corresponding covariances r, x = (Jx' r, y = a y and

r, z = (Jz : The proof requires using the following expected values and products of

{ai.r} and {Xi,r}:

E[a. a . ]= {a~r
l.r ).T/ 0 otherwise

since {ai,r} are iid random coefficients, and also

Elxi,r J= x
r ] {X

2
":/(i=j)I\(Y=1]) (10)ELxi.yX j ,T'/ = -x 2 otherwise

since the parents Xi.r are randomly sampled from the population and are hence iid.

x and x 2 are the first and second moments respectively.

Theorem 1. The expected mean of the noise vector Zi, is zero, i.e. Z= E[(z)l= O.

The noise average <z> is calculated by:
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I N ( r ]
(Z)= N~ l>j,rXj,r

J=I r=1
Applying the expectation operator to (11 and substituting in (3 and (9, we get

_ IN(f IIz= E[(z)l= N~ ~E[aj.r]EkrJ) = 0

(11)

(12)

Q.E.D .

(15)

(14)

(13)

i = j

otherwise

Theorem 2. The expected varianceofthe noise vector u equaLs to that ofthe selected
- -

popuLation covariance scaLed by K2
, i.e. (1; =E[Var( z)]=K Z(1; . The expected

noise variance is given by (1; =E[Var(z)] =E[(Zi _(z))Z] . First we expand the

expression (z, - <z»z through substituting (2

('" -(;:))' = [IUI''''I.r--.!... t(Iul.rxi.r)]' = [(I--.!...)Iu"rx"r _-.!...t(IUI.rxI.r)]'
1=1 Se j ,.1 r zl Se 1=1 Se j-;.; 1= 1

= (l-~;)'(IUI, rXI.r)' +(*)'(t(Iul,rXI.r))'-{l-*X*i I a,.,x,.rlt l(Ial.rxI.r))
r= 1 J ~ ' 1=1 A,,,,, J*' r=1

Next, we apply the expectation operator E[·] .

Ekzl-(z)r 1= E[(I-;J(~a l,rxI,rn+E[(;J(t(~a l.rXj,r)rJ

-1z(l- LX;e ~~ai. rXi . rIt(~ {/j· rXj. r))]
To facilitate evaluation of (14, we derive the following expected product

[(
r ]( r ]] {K Z

( Se )(2 -z)
E ~ai.rXi,r ~aj.yXj,r = Se-I

O
x -x

The calculation is straightforward but lengthy and is hence described in
appendix A. This result allows evaluation of (14, since each term on the right of (14
contains one such product. Through substitution, we obtain the first term as

E[(I-~)Z(tai yXi r]Z] = (I_~)ZKZ(~)(X2 _x2) (16)
Se r=l ' . Se Se-I

The second term is given by1u,J[t(t,air'i,r]J]=(LJ(S'-l)K'(S:~Jx'-i') (17)
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And the third term is given by

J-{I-LXL'{±ai,rxi,rlt[±ai,rxj,y)]]=O (18 )ul Jl y=1 J "" y=1

Summing the three terms together yields the remarkably simple result:

E~Zi - (z)Y 1= (1- -!-)2K 2(...!:-)CX2
_ x2

) +(-!-)2CSe- 1)K 2(...!:-)CX2
_ :x2)+0Se Se-1 Se Se-1 (19 )

= K\x2_;2 )

By definition, the expected variance of x is simply CT; = (x 2
- x2

) . Thus finally, we

obtain
2" II( ())2J 22" - 2 2- 2
CTz =EFi- Z =K (x -x )=K CTx (20)

It is straightforward to show that (20 can be generalized to multi-dimension, i.e.

I:~ = K 2 I:; . This results is significant as it shows that the entire variance

covariance matrix that contains d(d+I)/2 unique parameters is implicitly learnt
through simple multi-parent recombination that requires only computation of O(d).
Q.E.D

Theorem 3. The distribution ofz, tends to Normal as the number of recombinants F
tends to infinity. Since both the random coefficients and parent individuals are
uncorrelated iid, their product is also iid. According to the Central Limit Theorem,
the constrained linear combination in (2, which consists of the sum over r of such
products, tends towards Normal as r tends towards infinity (This intuition can also
be explained by the fact that Normal random variables can be obtained by the sum
of 12 uniform random variables [14]).
Q.E.D .

3.4 Empirical Observations

Here the empirical behaviour of CMR is observed with a two dimensional example.
We sample a parent population of Se=1000 individuals from the uniform
distribution with mean 0 and boundaries XJE [-1, 1] and XzE [-0.2, 0.2], and then
rotate the population by 1d4 and shift its mean to [2,2]. Next, we apply CMR to the
population with scaling factor K2=1 and number of recombinants r =Se to generate
N=Se offspring. The population distribution and the frequency plot along the
horizontal axis are shown in Fig. 2.
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Fig. 2 The population distribution and the frequency plot along the horizontal axis of the
parent and offspring populat ion.

From Fig. 2, we visualize that the offspring distribution is Normal and has the
same mean (2,2) and rotation angle as the parent distribution. It demonstrates two
important properties of CMR. First, the offspring distribution is Normal even if the
parent distribution is non-Normal such as uniform in this case. Second , CMR is
rotational-invariance. This is achieved by the implicit learning of the full variance
covariance matrix through constrained linear combination. In this example, the
covariance of the parent and offspring are, respectively,

[
.178 .327] [.180 .329]I: =Vllr(X) = 1:y = V" r (Y) =

.r .327 .700 .329 .700

and are very close.

3.5 Selection of the Control Parameters K2 and r

CMR has only two control parameters: scaling factor K2 and number of
recombinants r . The scaling factor K2 is an important parameter that determines the
ratio of the offspring variance to the parent variance and allows control over the
population convergence rate. At K2 equals unity, the offspring variance equals to
the parent variance, which is is the case for general EDA approaches. However, for
objective functions such as multi-modal functions that require more thorough
exploration in the search space, we can set K2 to larger values and vice-versa. Fig. 3
illustrates the effect of varying K2 on the offspring distribution.

6 It=) 6 K';=2 6 1t=o.5
4

I
4 I 4, .

/2 2 2

0 0 " ' 0

~ ~ ~
-2 0 2 4 6 -2 0 2 4 6 -2 0 2 4 6

Fig. 3 The effect of varying K2 on the offspring distribution.
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Empirically, we find that the number of recombinants T, which ranges between 3
and Se, has little effect on the performance of CMR as long as Se is sufficiently
large to approximate the Normal distribution (>40) and to provide diversity to the
population. More detail on the choice of Se is discussed later. One may be
concerned that for large F(consider the extreme case of r=Se), subsets of
recombinants will contain overlapping individuals that affect the statistical
independency of the noise vectors z, and thus of the offspring Yi. However, as
shown in the proofs in section 3.3, as long as the random coefficients

a, ={ai rJ: I are zero-mean iid variates, the noise vector Zi, given by the sum of
' r=

products of a, and Xi, is also iid.

3.6 Remarks

The proofs in section 3.3 show that CMR is functionally equivalent to continuous
EDA, yet it does not require evaluating any probabilistic model. This innovation
raises the following advantages:
1. CMR is very simple to implement.
2. CMR is fast and requires computation of O(d) .
3. The scaling factor K2 allows control over the population convergence rate.
4. CMR avoids problems associated with learning and sampling of an explicit

probabilistic model, for example, occurrence of ill-conditioned variance
covariance matrices. It is therefore robust against different objective functions.

CMR also has several limitations and these are as follows:
1. CMR can only approximate a single Normal distribution, which is also the case

for most EDA approaches.
2. Since CMR does not evaluate any probabilistic model, behaviour of the search

cannot be controlled through manipulating the model parameters as in the case
of some EDA approaches like Population-Based Incremental Learning (PBIL)
[15].

3. CMR considers the full variance-covariance matrix intrinsically, therefore
population size of O(d2

) is required for reliable performance. This is also the
case for correlated mutation and Eigensystem GPR.

Because of these limitations, CMR is recommended only i) when a large
population size of O(d2

) is used and ii) when manipulation of the probabilistic
model of the objective function is not required.

4 Experiments

As a preliminary experiment, we apply CMR to the suite of three benchmark
functions that was used in [2, 3] for evaluating the performance of different EDA
approaches. The suite is described in Table 1.
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Table 1 Description of the test functions used for evaluating CMR.

Test function Obj. Opt.
max. 100,00

o

_fICO{Xi.)
i -I ../i

0.16~i~0 .16.

Y/=XJ, Yi=Xi +
y,-l. i=2,....d.

min.

min.

o

o

Detail description of their properties is found in [2, 3]. Performance of CMR is
compared with four EDA approaches and Evolutionary Strategies (ES) and a detail
description of these algorithms is found in [2]. The four EDA approaches are:
Univariate Marginal Distribution Algorithm (UMDAcG: the subscript c denotes
continuous function and the superscript G denotes Gaussian), Mutual Information
Maximization for Input Clustering (MIMICc

G). Estimation of Bayesian Networks
Algorithm (EBNA) with edge exclusive test (EBNAee) and with Bayesian Dirichlet
equivalent metric (EBNABDe).

To ensure fair comparison the experiment adopts the same setting for the
Evolutionary Algorithm as that in Larranaga's experiments. The problem dimension
d is set to 10. The offspring population sizes for FSumcan, FSchwefel and FGriewangk are
2000. 2000 and 750 respectively and the parent population sizes are fixed at 50% of
them. For all test functions , the truncation method, complemented with keeping the
best fit individual in the population, is used as the selection scheme . The maximum
number of function evaluation is 300.000.

For CMR, we set the number of recombinants I' to be 30% of the parent
population size. The random coefficients {a} are generated with the method
described in appendix A. The scaling factor K2 is unity for all test functions except
FSchwefeh which we set to 1.1. It is because the optimization of FSchwefel requires
descending a long and windy valley and an Evolutionary Algorithm with fast
population shrinkage may result in premature convergence. Therefore. K2 is slightly
raised above unity to moderate population shrinkage.

All experiments are averaged over 100 runs. The best fitness value found and
the number of evaluations at which it occurs are recorded and are listed in Table 2.
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100df h2Table Results 0 t e exneriment average over runs .
CMR UMDAcG MIMICcG EBNAee EBNABDe ES

Fsumcan m.value 100,000 53,460 58,775 100,000 100,000 5,910
(max.) m.eval, 299,800 300,000 300,000 94,980 188,868 300,000
FSChwefel m.value 0.00041847 0.13754 0.13397 0.09914 0.0250 0
(min.) rn.eval. 298,700 131,795 132,714 128,256 126,357 232,514

FGriewangk m.value 0 0.011076 0.007794 0.008175 0.012605 0.034477
(min.) m.eval 84,570 227,751 227,019 223,820 238,728 215,431

We measure the performance mainly by the mean fitness value . The results in
Table 2 show that over all three functions, CMR succeeds in finding the global
optimum, outperforming all four EDA approaches. It also outperforms ES over
Fsumcan and FG,iewangk and is only slightly slower in exploiting FSchwefel. Clearly, CMR
performs more consistently than all other methods under comparison in this test
suite .

5 Conclusions

This paper introduces a new evolutionary operator called Constrained Multi-parent
Recombination (CMR) that performs continuous Estimation of Distribution
Algorithm (EDA) without evaluating any explicit probabilistic model. CMR
linearly combines subsets of parent population with random coefficients that are
subject to constraints to perform continuous EDA. To illustrate the its relationship
with existing EDA approaches, we briefly review the principle of cont inuous EDA
and two related approaches, which are correlated mutation by Schwefel and
Eigensystem Gene Pool Recombination by Voigt. We show that the problem of
continuous EDA is to an offspring population distributed according to the Normal
approximation of the parent distribution, and that using probabilistic model that
considers d(d-l)/2 interdependencies between components usually requires eigen
computation. While CMR considers d(d-l)12 interdependencies implicitly, being a
form of multi-parent recombination, its computation complexity is only Oed) per
solution. Moreover, it can control the population convergence rate with a variance
scaling factor. The underlying principle and theoretical background of CMR, as
well as some empirical observations of its performance are provided. While it has
many advantages, its application is limited by its requirement for large population
size of O(d2

) . Empirical experiment involves comparing the performance of CMR
with four EDA approaches and Evolutionary Strategies (ES) over four benchmark
test functions, in which CMR emerges as the most consistent optimizer. We
conclude that CMR is a useful alternative for performing continuous EDA.

Future works include exploiting the speed and implicit covariance-learning
capability of CMR to optimize nonlinear models such as Fuzzy Neural Network
models, Evolving Connectionist Systems [16] and Gene Regulatory networks [17] .
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Appendix A

Our objective is to calculate the expected product

E[(~a· x, r~ a x , J] for both i=j and i'1=jL..J t.r I.r L..J i .r i -r
y=1 y=1

First, for i=j, making use of the expec1t~d, valu7s, in (8 to ](10, we get

'(

.fQ . . If.a J]= :i~~: ::;:;~:::i:r:;"~.+ai.r.tj . r.).
~ ,·r", L.J I."xl.r
,.1 r- l .. .

+Qi,rXI.r (Oi .IXi .1 + ... + a/.r- l \ ;.r-I )

{
" ,.,

(0 /.1~~i~2 + "·+ Oi.r)X

= • +0I.l X-(O,.:l +· .·+ai,r )+

+ G,ori ;! (au + ... + a/.r -I)

(21)

(22)

(23)

Now we evaluate (21, for i'1=j. After multiplying out the two sums in (21, every
term includes the product (ai,pi," , i'1=j) which has the expected value of zero by (8.
Thus

(24)
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Abstract. The potential size of the electronic business market offers great incen
tives to trading agents that can bargain, bid in auctions and trade in exchanges .
Much of business negotiation is multi-issue . A generic 'information-based ' agent
is proposed for multi-issue negotiation . Successful negotiation depends on shrewd
strategies driven by the right information . This agent has machinery to value
information and to manage its integrity. A multi-issue, many-to-many clearing
house, and an agent to trade in it, are proposed .

1 Introduction

Exchanges are institutions that cater to many potential buyers and sellers. Exchange
mechanisms are known as double auction mechanisms [1]. These mechanisms either
clear continuously or at discrete time steps. Continuous double auctions are used in
many commodity markets and stock exchanges - they rely on high liquidity. Institu
tions that use discrete double auctions are sometimes known as clearing houses or call
markets. In addition to capital markets, exchanges are applied to creative applications
such as trading risk. generating predictions and making decisions [2].

As a means of generating predictions, exchanges have exhibited extraordinary ac
curacy. [3] analyzes this phenomenon and suggests that marginal traders who are mo
tivated primarily to make a profit submit limit orders, close to the trading price. Ex
changes act as an "intelligence lens" that focusses the best information that the traders
have on the clearing price. For example, [4] describes the predictions by the Iowa Elec
tronic Markets of the winner of the 1988 US presidential election that were within 0.2%
of what occurred.

Put the other way, the clearing price is determined by the best information available
- the information is what matters. So if an agent is to benefit from trading on an
exchange other than by good fortune then he must have information that differs from
other agents. The uniqueness of an agent's information is achieved in three ways: first,
an agent may simply know something that others do not, second, an agent may attach
levels of belief to its information that differ from the levels determined by others, and
third, an agent may rate the importance, or relevance, of its information in a way that
differs from others.

The potential size of the electronic business market and the comparatively small
amount of automated negotiation presently deployed provides a major incentive for
research in the area. An inherent difficulty in e-business negotiation - including e
procurement - is that it is generally multi-issue . Even a simple trade, such as a quantity
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of steel, may involve: delivery date, settlement terms, as well as price and the quality
of the steel. Most of the work on multi-issue negotiation has focussed on one-to-one
bargaining - for example [5], [6]. There has been rather less interest in one-to-many,
multi-issue auctions - [7] analyzes some possibilities - despite the size of the e
procurement market which typically attempts to extend single-issue, reverse auctions
to the multi-issue case by post-auction haggling . There has been even less interest in
many-to-many, multi-issue exchanges. This paper addresses that issue, and proposes an
exchange trading agent architecture.

The generic architecture of an "information-based" agent is presented in Sec. 2 
this enables us in Sec. 2.1 to key the work presented here to previous work in bargaining
[8], and auctions [7]. The integrity of the agent's information is in a permanent state of
decay, Sec. 3 describes the agent's machinery for managing this decay leading to a
characterization of the "value" of information . Sec. 4 describes metrics that bring order
and structure to the agent's information with the aim of supporting its management.
A version of the discrete , multi-issue double auction is proposed in Sec. 5. An agent is
described in Sec. 6 that is based on the material in the previous sections, and is designed
to trade using that mechanism. Sec. 7 concludes.

2 Information-Based Agent Architecture

The essence of "information-based agency" is described following . An agent observes
events in its environment including what other agents actually do. It chooses to represent
some of those observations in its world model as beliefs. As time passes, an agent may
not be prepared to accept such beliefs as being "true", and qualifies those representa
tions with epistemic probabilities. Those qualified representations of prior observations
are the agent's information. This information is primitive - it is the agent's representa
tion of its beliefs about prior events in the environment and about the other agents prior
actions . It is independent of what the agent is trying to achieve, or what the agent be
lieves the other agents are trying to achieve. Given this information, an agent may then
choose to adopt goals and strategies. Those strategies may be based on game theory,
for example. To enable the agent's strategies to make good use of its information, tools
from information theory are applied to summarize and process that information. Such
an agent is called information-based.

A generic information-based agent architecture is described so as to link this work
on exchange agents together with related work on bargaining agents [8] and auction
agents [7]. Following the description of the generic architecture , the "particularization"
of it for bargaining, auctions and exchanges is given in Sec. 2.1.

An agent called II is the subject of this discussion. II engages in multi-issue ne
gotiation with a set of other agents: {r.h,· · · , n o}. The foundation for II's operation
is the information that is generated both by and because of its negotiation exchanges.
Any message from one agent to another reveals information about the sender. II also
acquires information from the environment - including general information sources 
to support its actions. II uses ideas from information theory to process and summarize
its information. II's aim may not be "utility optimization" - it may not be aware of a
utility function. If II does know its utility function and if it aims to optimize its utility
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Fig. 1. Basic architecture of agent II

Information Sources
e j • . . .• et

Other Agents
Qj • . .. • Qo

ae®

Agent II

then II may apply the principles of game theory to achieve its aim. The information
based approach does not to reject utility optimization - in general, the selection of a
goal and strategy is secondary to the processing and summarizing of the information.

In addition to the information derived from its opponents, II has access to a set of
information sources {81, . .. ,8t } that may include the marketplace in which trading
takes place, and general information sources such as news-feeds accessed via the Inter
net. Together, II , {fl1 , • •. , flo} and {81, . . . ,8t } make up a multiagent system. The
integrity of II's information, including information extracted from the Internet, will de
cay in time. The way in which this decay occurs will depend on the type of information,
and on the source from which it was drawn . Little appears to be known about how the
integrity of real information, such as news-feeds, decays , although its validity can often
be checked - "Is company X taking over company Y?" - by proactive action given a
cooperative information source 8 j . So II has to consider how and when to refresh its
decaying information.

II has two languages: C and .c.C is an illocutionary-based language for communica
tion. .c is a first-order language for internal representation - precisely it is a first-order
language with sentence probabilities optionally attached to each sentence representing
II's epistemic belief in the truth of that sentence. Fig. I shows a high-level view of how
II operates. Messages expressed in C from {8 i } and {fli } are received, time-stamped,
source-stamped and placed in an in-box X. The messages in X are then translated using
an import function I into sentences expressed in .c that have integrity decay functions
(usually of time) attached to each sentence, they are stored in a repository y . And that
is all that happens until II triggers a goal.

II triggers a goal in two ways: first in response to a message received from an op
ponent {fld "I'd like to purchase an apple from you" , and second in response to some
need, N, "goodness, we've run out of coffee". II 's goals could be short-term such as
obtaining some information "what is the time?", medium-term such as striking a deal
with one of its opponents, or, rather longer-term such as building a (business) relation
ship with one of its opponents. For each goal that II commits to, it has a mechanism
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for selecting a plan to achieve it. JI's plans reside in a plan library A. Once a plan, a,
has been activated, it extracts those sentences from the repository Y that are relevant
to it, instantiates each of those sentences' integrity decay functions to the current time
t ; and selects a consistent sub-set of these sentences using its belief revision 1 function
R . Those instantiated sentences that have no decay function are placed into the knowl 
edge base Ka, and those that have decay functions are placed along with their sentence
probabilities into the belief set Sf. Ka U Sf = I f is the information base created by
plan a at time t. Plan a then uses tools from information theory, including maximum
entropy inference, M, to derive a set of probability distributions, {PI ' . . . ,P::}, from
If. The way in which these derivations are performed are described in Sec. 2.2 foIlow
ing. Plan a implements some strategy S that uses the {PI' . .. ,P:: } to determine JI's
action z E Z.

2.1 II's Languages

The Internal Language E, We describe three different applications of the generic ar
chitecture described above in Sec. 2. Each has its own intemallanguage .c.For brevity
we only describe the predicates in the distributions {Pd .

[8] describes a multi-issue, bilateral bargaining agent JI, with just one opponent n,
whose strategies are all based on the three distributions: lP'(Acc(JI, n,0)) for all deals
o lie: the probability that JI should accept deal 0 from agent m, lP'( Acc(n ,JI ,0)) for
all deals 0 lie: JI's estimate of the probability that n would accept deal t5 from agent
JI] , and Pb,n lie: the probability of breakdown - the probability that n will "walk
away" in the next negotiation round]. These three complete probability distributions are
derived only from information in the signals received.

[7] describes multi-issue auctions where, for protocols with a truth telling dominant
strategy, JI only constructs lP'(Acc(JI,0)) lie: the probability that JI should bid deal 0].
For protocols with equilibrium solutions that are expressed in terms of the number of
bidders, JI also requires a probability distribution over the various possible number of
bidders. From the auctioneer's point of view, the distribution lP'(WinningBid(0)) lie:
the probability that 0 will be the winning bid] is expressed analyticaIly in terms of the
number of bidders, and the size of the domain chosen to represent the various possible
deals.

Here JI is trading in an exchange . As long as the exchange is liquid, the number
of other agents engaged in buying or selling is not relevant, and JI effectively deals
with just one "opponent" - the exchange. JI constructs probability distributions for
the three predicates: JIAcc(o) [JI believes that 0 is a fair deal], nAcc(o) [JI believes
that proposing deal 0 to the exchange will be successful when it clears] and Panicl-)
[JI believes that when the exchange next clears there will be a significant discontinuity
in the settlement terms from previous terms].

The Communication Language C. The communication language Ccontains the illocu
tion particle set: ~ = {Offer, Clear, Withdraw} with the foIlowing syntax and informal
meaning (for brevity the particles for communicating with the {8i } are not described):

I This belief revision - consistency checking - exercise is non-trivial, and is not described
here . For sake of illustration only, the strategy "discard the old in favor of the new" is sufficient.
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- Offer( Il ,0) Agent Il offers to trade deal 0 = (1T ,w) with action commitments 1T
for Il and w for anyone accepting the trade through the exchange.

- Clear(D, Il, 0) Il 's previously offered deal 0 has cleared against a deal offered by
agent n through the exchange.

- Withdraw(il,o) Agent Il withdraws the previously offered deal 0 from the ex
change .

2.2 II's Reasoning

Once Il has selected a plan a E A it uses maximum entropy inference to derive the
{pni=l [see Fig. 1] and minimum relative entropy inference to update those distribu
tions as new data becomes available. Entropy, 1HI, is a measure of uncertainty [9] in a
probability distribution for a discrete random variable X : IHI(X) ~ - Li p(xd logp(xi)
where P(Xi) = IP'(X = Xi)' Maximum entropy inference is used to derive sentence
probabilities for that which is not known by constructing the "maximally noncommit
tal" [10] probability distribution, and is chosen for its ability to generate complete dis
tributions from sparse data.

Let 9 be the set of all positive ground literals that can be constructed using Ii's
language E, A possible world, v, is a valuation function : 9 --+ {T, ..l} . VIKa = {vd
is the set of all possible worlds that are consistent with It's knowledge base Ka that
contains statements which Il believes are true. A random world for K", WIKa = {pd
is a probability distribution over VIKa = {Vi}, where Pi expresses Ii's degree of belief
that each of the possible worlds, Vi, is the actual world. The derived sentence probability
of any a E E, with respect to a random world WIKa is:

(1)
n

The agent's belief set Sf = {,Bj}J;l contains statements to which Il attaches a given
sentence probability lffi( .). A random world WIKa is consistent with Sf if: (V,B E
Sf)(lffi(,B) = IP'{WIKQ} (,8)). Let {pd = {WIKa, Sf} be the "maximum entropy prob
ability distribution over VIKa that is consistent with Sf". Given an agent with Ka and
Sf, maximum entropy inference states that the derived sentence probability for any sen
tence, a E L, is:

(Va E £)IP'{WIKQ,Bf} (a) ~ I) Pn : a is T in V n }
n

(2)

From Eqn. 2, each belief imposes a linear constraint on the {Pi},
Given a prior probability distribution q = (qi)i=l and a set of constraints C, the

principle ofminimum relative entropy chooses the posterior probability distribution P =

(Pi)r:l that has the least relative entropy: with respect to 9.: -

n

{Wlq,C} ~ arg min Di lp.} II {qi}) = argmin LPi log Pi
- E E i = l qi

2 Otherwise called cross entropy or the Kullback-Leibler distance between the two probability
distributions.
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and that satisfies the constraints. This may be found by introducing Lagrange multipliers
as above. Given a prior distribution q over {Vi} - the set of all possible worlds, and a
set of constraints C (that could havebeen derived as above from a set of new beliefs)
minimum relative entropy inference states that the derived sentence probability for any
sentence, (J E L, is:

(''rj(J E £)lP'{WI!l,c}((J) ~ I)Pn : (JisTinvn}
n

(3)

where {p;} = {Wlq, C}. The principle of minimum relative entropy is a generalization
of the principle of maximum entropy. If the prior distribution q is uniform, then the
relative entropy of P with respect to q,pllq, differs from -JH[(p) only by a constant. So
the principle of maximum entropy is equivalent to the principle of minimum relative
entropy with a uniform prior distribution.

3 Managing Information Integrity

Exchanges and clearing houses themselves generate large amounts of information al
though the identity of traders is at least partially concealed in the majority of stock
exchanges . These institutions, particularly the continuously-clearing exchanges, rely
on the availability of substantial liquidity - ie: they only survive if there are sufficient
numbers of buyers and sellers to make them work. An agent trading on an exchange
can expect to find itself in a dynamic, information-rich environment. The way in which
II manages its information in such an environment is now discussed.

II 's information base If contains sentences in first-order logic each with a sentence
probability, B(.), representing the agent's strength of belief in the truth of that statement.
Maintaining the integrity of If is not just a matter of looking up information . Informa
tion may be temporarily unavailable, acquiring it may cost money, the information may
be inherently unreliable, and its availability may be beyond the control of the agent.
For example , if a chunk of information represents the action of another agent then that
information can only be refreshed when the other agent acts. In a stock exchange, in
formation such as current clearing price of stocks is likely to be available constantly
and accurately. Information such as who will pay how much for what is unlikely to be
available unless a trade is observed. Corporate information is generally only released
spasmodically in official announcements" ,

3.1 Updating the probability distributions

II's plans are partly driven by the probability distributions {Pf, ' .. ,P;: } in Fig. 1.
These distributions are derived from the information in the repository y. The integrity
of the information in Y will decay in accordance with the decay functions - unless
it is refreshed . As the integrity decays, the entropy of the distributions {Pf , ... ,P;:}
increases.

3 For example, the ASX - the Australian Stock Exchange - places requirements on corpo
rations to release (potentially) market sensitive information which is then propagated to sub
scribers through its "Signal G" distribution channels .
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Suppose that .c contains a unary predicate, A( ·), whose domain is represented by
the finite set of logical constants {c.}f= 1• At time t let P~ = B (A(Ci)) for i = 1, . . . , d.
As time t increases either no information is received and the entropy of (pD should
increase, or information is received and the distribution (pD should be refreshed. If no
information is received, a geometric decay to (maximum entropy) ignorance is achieved
by:

t+l t (1 ) 1Pi = P . Pi + - P . d

for a decay factor p E [0,1] whose value depends on the meaning of A( ·).
Now suppose that at time t, n receives a message from source 8 that asserts the

truth of A(Ck), and suppose that Il decides to attach the given sentence probability
g(8) to B(A(Ck)), where the value g(8) is H 's confidence in 8 's advice. Then the
updated distribution is calculated by applying minimum relative entropy inference:

d

( t )d . "" bi
Pj j=l = arg~n L..Jb, log t=T

- i=l Pi

satisfying the constraint: p~ = g(8), and where 12 = (bj )1=1' That is, the new distribu
tion is the closest" to the previous one that satisfies the constraint. But, this depends on
Il knowing g(8), ie: the strength of belief that Il allocates to 8's information. The is
sue here is not, for example, forecasting the clearing price of a stock, it is estimating the
confidence that Il has in the integrity of 8's information. If Il can confirm the validity
of 8's advice ex post then a very simple way of estimating g( 8) is by:

(
£:'I ) _ {v .gold(8) + (1 - v)

gnew CI -
v· gold(8)

for a learning rate v E [0,1].

each time 8 is proved correct

each time 8 is proved incorrect

3.2 Valuing Information

A chunk of information is valued only by the way that it enables Il to do something'' .
So information is valued in relation to the plans that Il is executing. A plan, a, is
designed in the context of a particular representation, or environment, e. One way in
which a chunk of information assists Il is by altering one of a's distributions {Pia} 
see Fig. 1. As a chunk of information could be "good" for one distribution and "bad" for
another, the appropriate way to value information is by its effect on each distribution.
For a plan a, the value to a of a message received at time t is the resulting decrease in
entropy in a's distributions {Pt} in Fig. l. In general, suppose that a set of stamped
messages X = {Xi} is imported by plan a to the information base If where they are
represented as the set of statements D = {dd = R(I(X)), where I is the import

4 Precisely, it is the distribution that minimizes the Kullback-Leibler distance from the prior
distribution, (p~-l), whilst satisfying the given constra int.

5 That is we do not try to attach any intrinsic value to information .
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function and R the belief revision function. The information in D at time t with respect
to a particular Pi , plan a and environment e is:

ll(D I Pi(I~), a, e) ~ IHl(Pi(I~)) -1Hl(Pi(I~ U D)) for i = 1, '" ,n

where the argument of the Pi (.) is the state of II's information base from which Pi was
derived. And we define the information in the set of messages X (at time t with respect
to a particular Pi, a and e) to be the information in D = R(I(X)). It is reasonable to
aggregate the information in D over the distributions used by a. That is, the information
in D at time t with respect to plan a and environment e is:

ll(D I a, e) ~ I)(D I Pi(If),a, e)
i

and to aggregate again over all plans to obtain the (potential) information in a statement.
That is, the potential information in D with respect to environment e is:

ll(D I e) ~ I:ll(D I a, e)
aEA

4 Structure of the Information Base I:

(5)

A structure is overlaid on If . This structure aims to provide the basis for the proactive
acquisition of information. As the belief that the agent holds in a chunk of information
tends away from "true" or "false" towards the maximum entropy value, the integrity of
that chunk should be refreshed. This structure enables II to "survey" its information
base and to identify areas that require attention .

If consists of sentences in first-order typed predicate logic together with sentence
probabilities. Here we assume that these sentences are all Horn clauses . Using the
usual notation and terminology for Horn clauses, given a clause c and a set of sub
stitutions J, let c(SJ(' )) denote the result of applying J to the variables in c. Then c
subsumes c(SJ(-)), and c is "equivalent to, or more general than" or "no less general
than" c(SJ(' )) ' The substitution operation S defines a partial ordering , ? S, on the set
of all clauses.

4.1 Structure of Unit Clauses in If
Without loss of generality we assume that the unit clauses in If are all positive literals
- a "false" clause will then have a sentence probability of O. Given two positive unit
clauses, Cl and C2 , both with the same predicate symbol, denote the unification of those
two literals by Cl n C2, and the anti-unification? by Cl U C2. Given a set C of positive
literals that is closed with respect to unification and anti-unification, C is a non-modular
lattice where unification and anti-unification are the meet and join respectively. Given
an isotone valuation v on the vertices of a lattice, the function :

6 The anti-unification of two positive literals is the unique literal that subsumes both of them
andof all such literalsis minimal withrespect to the partial order?'s.
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is a measure of how much "more general" Cl is compared with C2. The function:

if Cl or C2 = Cl n C2

otherwise

is a measure of the "distance" between Cl and C2 . The function:

is a measure of how much more "novel" Cl is compared with C2. Another possibility is
v[cI] - V[Cl nC2] but that is not so useful when the intersection is likely to be empty - ie:
at the "bottom" of the lattice - if C2 ?s Cl then d3 ( Cl , C2) = O. Suppose that B is any
subset of the set of vertices, given a vertex c, then : di(c, B) = minsEB di(c , s) for i =
1,2,3, are generalizations of the three measures above.

II may use the "more general than", "distance from" and "more novel than" mea
sures described above to manage its unit clauses as long as it has a suitable isotone
valuation . Two such valuations are now described.

An information-based valuation . Given a statement d E 'If, d = (B(c) = g) where
C is a unit clause. The function vIc] = ll({d} I e) is an isotone valuation on the lattice
of unit clauses. This valuation function enables II to strategically refresh the integrity
of potentially valuable chunks of information. This may then enable II to "discover"
opportunities.

A resolution-based valuation. Another isotone valuation is defined is defined in terms
of the Herbrand Universe. Let He be the Herbrand Universe for a given environment
e - the Herbrand Universe is determined by the representation e. Suppose C is a unit
clause expressed in terms of the variables and constants in e. Let c]He be the set of
ground unit clauses obtained by instantiating a unit clause C in all possible ways (subject
to the type constraints of the logic) over He.The ground unit clauses in the set c] He are
all unifiable with the clause c. Then define >'e(c) = "the number of clauses in c]He".
>'e is also an isotone valuation."

4.2 Structure of Non-Unit Clauses in If

The definition of potential information given in Eqn. 5 applies to any set of statements
D E 'If.The basis for a view of the structure of non-unit clauses is to consider such a
clause simply as a way of deriving the sentence probability for instantiations of its head
literal given that sentence probabilities for instantiations of its body literals are known
- which they always are as, even in the total absence of information, the sentence prob
ability for a ground instance of any literal is assumed to be its maximum entropy value.
In this way, a structure for non-unit Hom clauses is defined by the head literal alone,

7 If the environment e contains function symbols then the Herbrand Universe is unbounded. If
He is restricted to some fixed artificial function nesting depth then the size of c] He will be
finite over that restricted Universe, and Ae will be finite.



186

by using the information-based valuation function, and the three functions , {di (-)H=l'
described in Sec. 4.1.

As a simple illustration of how all this works, consider a simple rule for pairs trad
ing" that states "if the market has not dropped and stock X has gained less that 5%, and
stock Y has gained more than 10% then stock X will gain more than 5% (all gains be
ing in some time period)" . Suppose that the environment, e, contains the following set
of four logical constants to represent "gain": {(-oo, 0), [0,5], (5, 10], (10, 00)}9. Then
this rule becomes :

XWillGain(y) +- MarketHasGained(m), XHasGained(x), YHasGained((1O, 00)),

m =1= (-00,0), x = (-00,0) or [0,5], y = (5,10] or (10,00)

where all quantities are per cent. This sentence is represented as a belief in Sf with a
sentence probability of, say, 0.8. This belief becomes a constraint on the set of possi
ble worlds, and {WI {Ka, Sf} will be consistent with it. Then Eqn. 2 is used to derive
values for the probability distribution IP'(XWillGain(·)) using maximum entropy infer
ence. And then that probability distribution may trigger an attempt by II to trade in
stock X.

5 Discrete Double Auctions

In a discrete-time institution all traders move in a single step from initial allocation
to final allocation - in a continuous-time institution exchange is permitted at any mo
ment during a trading period [1]. [11] discusses preference elicitation in a combinatorial
[multi-item] exchange with a single-issue.

An exchange mechanism has to do two things: first to match buyers and sellers and
second to determine the terms for settlement - in a conventional single-issue exchange
those terms are the clearing price. A good mechanism will also do this in a way that
optimizes the outcome in some sense. There are two general frameworks: first when the
exchange clears at a uniform, non-discriminatory price, and second when traders are
paired up, perhaps in an attempt to achieve Pareto optimality, and each pays a different
price. We use the standard method of dispensing with lot size by assuming that all lots
are of unit size - a trader wishing to trade in amounts greater than unity simply submits
multiple bids, and so may have to be content with a partially fulfilled order.

In the single-issue, uniform case there is little choice in matching buyers with sell
ers. If all bids and asks are arranged together in an ascending sequence, sell' S(2),"',

then any clearing price in the interval [S(m) , S(m+l)] will do where m is the number
of bids!", But selecting the clearing price in this way means that a utility optimizing
agent will play strategically, although this behavior tends to truth-telling as the number

8 The trading tactic "pairs trading" considers two stocks with similar backgrounds - the idea
being that if the two stocks are similar then the movement of their clearing prices should be
similar.

9 The choice of intervals to represent a continuous variable is made so as to respect Watt's
Assumption - see [7] for a discussion.

10 If the supply and demand functions cross then they will do so between 8(Tn) and 8(Tn+1) '
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Fig. 2. Examples showing that a discriminatory mechanism can not satisfy all of the four basic
properties in general. An 'x' denotes a bid, and an '0' denotes an ask,
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x x x

x x f)J0
e e

x x
0 : 0 0

d dx x x:
0 0
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0 0 : 0 0

0 0 0
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of traders increases [12]. Ifthe clearing price is the mean of the marginal bid and the
marginal ask then the mechanisms is known as a halfdouble auction. [13] describes a
truth-telling, dominant strategy, single-issue, uniform-price mechanism that, somewhat
reminiscent of the Vickrey auction, determines the clearing price as the mean of the
lowest unsuccessful ask and highest unsuccessful bid. However that mechanism is not
Pareto efficient, and trade can be lost, again, this defect becomes less significant as the
number of traders increases. There is no perfect mechanism.

The result in [12] is for single issue exchanges, and assumes that the buyers' and
sellers' preferences are complementary - ie: what is preferred by one is not preferred
by the other. This assumption is reasonable when the single issue is money. [11] ap
proaches the problem of clearing multi-item, combinatorial exchanges using preference
elicitation. Here we are interested in multi-issue exchanges for which the preferences
are complementary for each individual issue II, but agents may differ in the relative im
portance that they place on the issues. So an agent may conclude: "with my situation
as it is, in today's market I will aim for a deal with high x and y, and low z - but
tomorrow it could all be different".

In a multi-issue exchange, the mechanism will necessarily in general be discrimina
tory. Desirable properties that a discriminatory exchange mechanism may have are:

1. the matching is Pareto efficient;
2. the matching for any subset of bids and asks satisfies the property that it is not

possible to interchange the pairing in two of the matched pairs in the,subset so that
the length of the "longest" link in the subset is shortened;

3. the mechanism is budget balancing, and
4. the settlement terms for two identical bids or asks are the same.

The first two properties concern the matching, and the last two the settlement. Unfortu
nately, it is impossible to satisfy all of these four properties in general. Figure 2 shows
three single-issue examples to illustrate this.

II This assumption is particularly useful for issues with a total preference ordering because the
number of possible worlds is then a linear function of the domain size. Without such an order
ing it is an exponential function .



188

The matching in Figure 2(a) is the only Pareto efficient matching - it also satisfies
the second property. But it can not also satisfy both the third and fourth. If the two low
est asks clear at $c, the highest ask at $e, the two highest bids at $e, and the lowest bid at
$c, with the exchange pocketing the difference, $(e - c), for the central match ing, then
this satisfies property 4 but violates property 3. The standard non-discriminatory, half
double-auction mechanism will only clear the two highest bids with the two lowest asks
at price $d. So Figure 2(a) shows that it is impossible for a mechanism to satisfy prop
ert ies 1,3 and 4. Figure 2(b) is constructed by duplicating the structure in Figure 2(a).
It illustrates the same point but this time the exchange will pocket the difference on two
of the trades if the fourth property is to be satisfied.

The solid line matching in Figure 2(c) is the only matching that satisfies the first
two properties. This example illustrates the conflict between the second and the fourth
properties. The broken line matching illustrates the folly in an over-zealous attempt
to satisfy the fourth property by matching identical pair with identical pair. This then
leads to a violation of the second property. In case (c) the standard non-discriminatory
mechanism will only clear the three highest bids with the three lowest asks at price
$d. Following the results for single-issue, non-discriminatory mechanisms ([12], [13])
we do not attempt to achieve a truth-telling dominant strategy mechanism - capturing
the notion of " lowest unsuccessful ask" and "highest unsuccessful bid" will at best be
obscure. The examples in Figure 2 show that property 4 is a nuisance. So we abandon
property 4, and aim for a Pareto efficient, "close" matching that is budget balancing.

Suppose that a deal , 8, contains s issues (81 , . . . ,8s ) . If a trader's preferences are
for lower values of each of these parameters individually then he is a buyer, and for
higher values a seller. A seller submits an ask Q = (ao, ··· , as) and a buyer submits
a bid Q= (bo, ·· · ,bs ) . Ask Q and bid Qare compatible , C(Q,Q), ifVi(ai ::; bi). To
satisfy property 2 the mechanism requires a distance measure between a pair of bids
and asks . This can be achieved by the exchange publishing a utility function , u( ·),
and defining la - bl ~ u(b) - u(a). No single function will satisfy everybody, but it
is in the exchange 's interest to appear to do the best it can. To construct the solution
we start with any Pareto matching, and repeatedly interchange pairings in line with
the statement of property 2 (a non-trivial exercise as property 2 is recursive), and then
define the settlement terms for each match to be simply the ask - and so property 4 is
satisfied for asks but not for bids. But this may not work, because although each bid and
ask defines a hyper-cube of potential matches in s-space they may "miss" each other.
This is addressed by traders to submitting "clouds" of bids or asks, where a cloud is
a set from which one only may be chosen by the matching mechanism. This further
increases the complexity of the matching problem.

6 An Exchange Agent

Each time the multi -issue call market described above clears the traders will see the set
tlement terms (Xl, · . . ,xs ) for each match . This data can be expected to be moderately
sparse in s-space. II uses this, and other, data to do two separate things - the follow
ing description is from the point of view of II acting as a buyer. First, for each possible
bid, Q= (bl , · · · , bs ) II estimates the probability IP'(DAcc(!l.)) that Qwill clear in the
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exchange. Second , II estimates the probability P(IIAcc(Q)) that II will be prepared to
place a bid !!.. The first of these is expected to rise as each bi increases and the second
to fall - conversely if II is a seller. II then plays these two distributions against each
other in deciding what to do.

The calculation of this apparently massive quant ity of probabilities from sparse data
of decaying integrity is simplified by three things . First, II is based on logic in which
a multi-issue bid or ask is simply another logical constant. Second, the agent employs
maximum entropy inference that neatly "fills in the gaps" in the data with the "max
imally non-committal" model. Third, the assumption of complete and complementary
preference orderings for each separate issue reduces the complexity of the calculations
considerably.

The estimation of P(SlAcc(!!.)) involves forecasting trends in the exchange. This
problem is addressed by time-series forecasting [14], and indeed by common sense fol
lowing the occurrence of unexpected events - captured by applying unstructured data
mining to news feeds - thus increasing P(Panic(·)). Setting these issues aside, in a
liquid exchange when the unexpected does not occur, the clearance data, with sentence
probabilities discounted in time towards their maximum entropy value, should give rea
sonable estimates of P(SlAcc(!!.)). When instantiated at any particular time a chunk
of data is a point in s-space together with a sentence probability. Each of these forms
a single constraint on the distribution which is found by applying maximum entropy
inference using Eqn. 2. The arrival of new data can then either be accommodated by
recalculating P( SlAcc(!!.)) all over again using Eqn. 2, or by updating the distribution
using minimum relative entropy inference and Eqn. 3.

The estimation of P( IIAcc(Q)) is II 's version of a utility function . Although here II
is asking "how confident am I in the supporting evidence to do such-and-such". That is,
II is not necessarily asking "what is the utility of such-and-such a deal". The estimation
of P( IIAcc(Q)) depends in particular on what II is attempting to trade. The criteria that
II applies to a bid for "10 tons of grade C steel to be delivered by Friday-week" may
not be the same as for "100 cases of Chateau Kangaroo red wine" - in the latter case
the integrity of information concerning the quality of the cellaring may be crucial. An
approach to estimating P( IIAcc( ·)) based on a Bayesian net is described in [8], and a
method using maximum entropy inference in [7].

How II proposes a cloud of deals will depend on its strategy, S . However II has
three powerful probability distributions for S to use. P(Panic(·)) estimates the proba
bility of discontinuities. Given some confidence value a, solving P(IIAcc(!!.)) ~ a for
!!. gives a hyper-plane of "acceptable" deals to confidence a. Similarly, P( SlAcc(Q)) ~
{312 gives a hyper-plane of deals that should succeed with expectation {3. A simple strat
egy is to select values for a and (3, then if the intersection of these two hyper-planes is
non-empty this gives a cloud of bids.

12 The distribution lP'(ilAcc(Q» as described above is the probability of a single trade. If an
agent wish to place an order for n multiple items then it may either construct the distribution
IP'( ilAcc( n, Q)), meaning the probability of n successful trades at offered terms Q, or represent
n as one of the issues. Further if an agent's requirements are even more intricate, such as
conditional trades, then a suitable variant of IP'( ilAcc( ·)) is required.
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7 Discussion

A multi-issue discrete exchange, and an agent that can trade in it, have been proposed.
This proposal is based on the assumption that the preferences of all agents over the
individual issues are known, and that they divide the agents into two sets, buyers and
sellers, where buyers and sellers have strictly complementary preferences. The busi
ness of clearing the exchange is computationally complex, and relies on the exchange
publishing an acceptable distance measure between an ask and a bid. All of this does
not appear to be infeasible. Future work will address the computational complexity of
the proposed solution, and will evaluate the system empirically. However this begs the
question: is there a need for such an exchange? With the inherently multi-issue nature
of business negotiation, including e-procurement, the answer may be "yes".
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Abstract

In this paper a team of agents applied to train a feed-forward artificial
neural networks is proposed, implemented and experimentally evaluated.
The approach is based on a new variant of the A-Team architecture. Each
agent member of the team is executing its own simple training procedure
and it is expected that the whole team demonstrates complex collective
behavior. The paper includes a description of the proposed approach
and presents the results of the experiment involving benchmark datasets.
The results show that the approach could be considered as a competitive
training tool.

1 Introduction

Artificial neural networks (ANN) are, nowadays , being used for solving a wide
variety of real-life problems like, for example, pattern recognition, prediction,
control, combinatorial optimization or classification . Main advantages of the
approach include ability to tolerate imprecision and uncertainty and still achiev
ing tractability, robustness, and low cost in practical applications. Since train
ing a neural network for practical application is often very time consuming,
an extensive research work is being carried in order to accelerate this process.
Another problem with ANN training methods is danger of being caught in a
local optimum. Hence, researchers look not only for algorithms that train neu
ral networks quickly but rather for quick algorithms that are not likely, or less
likely, to get trapped in a local optimum [1, 7, 13, 14].

Recently, the authors have proposed to apply to the ANN training the
parallel population learning algorithm denoted as PLANN [2, 3, 4]. It has
proven to be a successful tool for many benchmark instances producing high
quality classifiers in a reasonable time.

In this paper we propose an extension of the PLANN-based approach, ex
tending it into an agent based architecture with a view to further improve ANN
training process in both critical dimensions - training time and a classifier per
formance . The paper is organized as follows. Section 2 contains formulation of
the artificial neural network training problem. The following section includes
main assumptions and a description of the proposed team of agents architecture,
designed to train feed-forward artificial neural networks. Section 4 presents the
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results of the computational experiment carried to validate the approach. Fi
nally , in the last section some conclusions are drawn and directions for further
research are suggested.

2 ANN Training Problem

ANN training involves finding a set of weights of links between neurons such
that the network generates a desired output signals. Training process is con
sidered as adjusting values of these weights using a set of training patterns
showing the desired ANN behaviour. In other words, given a set of training
patterns consisting of input-output pairs {(Ul' dd, (U2' d2), . .. , (un, dn)} and
an error function e = (W,U, D), training process aims at minimizing learning
error E(W) :

n

E(W) = min L e(W,Ui, di),
W i=l

(1)

where W is a set of the respective weights, U - is a set of inputs and D - a set
of outputs.

One of the commonly used measures (error functions) is the squared-error
function in which e(W,ui,di) = (di - f(Ui, W))2, where f(Ui, W) represents an
ANN response for input Ui, and weights W [15].

A quality of the ANN training algorithm or method can be assessed through
evaluation of errors produced by the trained ANN on a given set of test patterns.
In this paper the error rate calculated using the IO-cross-validation approach
is used as a metric for such an evaluation.

Finding an optimal set of weights of links between neurons corresponds to
solving a non-linear numerical optimisation problem. More precisely, the prob
lem at hand can to be considered as the unconstrained non-linear minimization
problem with the objective function defined by (1) and with the search space
defined by the domain of the weights. Such problems, in general , are compu
tationally hard and a chance of finding the optimum solution, especially when
using gradient-based techniques, is minimal [1]. Since neural networks are ap
plied to solving many real-life, non-trivial problems, including classification and
image recognition, therefore searching for a more effective global minimization
algorithms that may improve ANN performance is an important and lively
research field.

3 PLANN-Team for the ANN Training

3.1 PLANN-Team Architecture and Functions

Recently, a number of agent-based approaches have been proposed to solve dif
ferent types of optimization problems [12] . One of the successful approaches to
agent-based optimization is the concept of A-Teams. An A-Team is composed
of simple agents that demonstrate complex collective behavior.
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The A-Team architecture was originally developed by Talukdar [16] . A
Teams have proven to be successful in addressing hard optimization prob
lems where no dominant algorithm exists. Within the A-Team multiple agents
achieve an implicit cooperation by sharing a population of solutions. The de
sign of the A-Team architecture was motivated by other architectures used for
optimization including blackboard systems and genetic algorithms. In fact, the
A-Team infrastructure could be used to implement most aspects of these other
architectures. The advantage of the A-Team architecture is that it combines
a population of solutions with domain specific algorithms and limited agent
interaction.

According to [16] an A-Team is a problem solving architecture in which
the agents are autonomous and co-operate by modifying one another's trial
solutions. These solutions circulate continually. An A-Team can be also defined
as a set of agents and a set of memories, forming a network in which every agent
is in a closed loop .

An asynchronous team (A-Team) is a strongly cyclic computational net
work. Results are circulated through this network by software agents. The
number of agents can be arbitrarily large and the agents may be distributed
over an arbitrarily wide area. Agents cooperate by working on one another's
results. Each agent is completely autonomous (it decides which results it is go
ing to work on and when) . Results that are not being worked on accumulate in
common memories to form populations. Randomization (the effects of chance)
and destruction (the elimination of weak results) play key roles in determining
what happens to the populations.

A-Team architecture-allows-a-Iot-of-freedom with respect to designing pro
cedures for communication between agents and shared memories and as well
as creation and removal of individuals (solution) from common memories. In
this paper an approach to constructing a dedicated team of agents denoted as
a PLANN-Team is proposed and validated. The approach makes use of the
idea which has been conceived for the population learning algorithm [3, 8]. An
effective search for solution of the computationally hard problems requires a
cocktail of methods applied to a population of solutions, with more advanced
procedures being applied only to a more promising population members. De
signing and implementing a PLANN-Team is seen as an extension of the range
of the available ANN training tools.

The proposed approach differs from a swarm intelligence based solutions
which have been also applied to the ANN training (see for example [17]). Agents
within a swarm intelligence system co-operate to construct or find a solution.
A single agent might not, however, be capable of constructing it, while a typical
agent - member of the A-Team, is a complete optimization procedure able to
find at least a local optimum solution.

The proposed PLANN-Team includes a set of agents and a shared memory
of the blackboard type. This memory is supervised by a supervisory agent
whose tasks include taking care of communication within the PLANN-Team
using some communication protocol, like for example PVM. Architecture of
the system is shown in Figure 1.
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Figure 1: PLANN-Team architecture
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Shared memory of the PLANN-Team is used to store a population of solu
tions to the ANN training problem. These solutions are called individuals. A
solution is a vector of real numbers representing weights of connections between
neurons of the network under training.

To initialize the PLANN-Team a number of randomly generated individuals
known as the initial population should be stored in the shared memory. The
initial population size is a parameter set by the user through the interface agent.
Its role is to generate the initial population assuring feasibility of each individual
as well as its conformity with the user requirements as to the population size,
lower and upper bounds on value of weights and a number of vector elements.

Once the initial population has been generated and stored in the shared
memory the supervisory agent can trigger the process of ANN training. This is
the task of parallel, independent and autonomous agents called search agents.
The proposed team of search agents consists of a number of autonomous and
asynchronous agents of n kinds , where n is a number of learning and improve
ment procedures employed. A number of agents of each kind is not limited and
depends on the availability of computat ional resources. There is, however an
identical number of search agents of each kind within a population of agents.
Each search agent acts independently executing a sequence of computation
steps. A single computation step for a search agent includes the following:

- Sending a request to the sup ervisory agent who replies by sending a single,
randomly chosen, individual from the shared memory.

- Executing the improvement procedure upon thus drawn individual.

- Returning the improved individual to the supervisory agent.

While executing their improvement procedures, search agents are using ser
vices of the evaluation agent whose solely task is to calculate the value of the
quality metric, that is the error rate for the given vector of weights. Supervisory
agent, upon receiving an improved individual from the search agent, replaces
the worst individual from the shared memory with the received one providing
it is better then the worst one.

Computation length is controlled by the user through allocating to each
search agent a number of requests it is allowed to send to the supervisory agent.
Computation stop when all agents have used all the allowed requests. Within
the proposed approach main idea of the PLA, which is using more computa
tionally complex improvement procedures as a number of individuals within
the population of solutions decreases is, indirectly, preserved. Search agents
executing more computationally complex improvement procedures would be
getting rights to send a smaller number of requests then agents executing less
complex procedures.

After all agents have submitted all their requests the best solution in the
shared memory is considered as a final one.
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3.2 PLANN-Team Search Agents

The PLANN-Team employs 5 kinds of the search agent:

- standard mutation [11],

- local search,

- non-uniform mutation [11],

- gradient mutation,

- gradient adjustment operator.

The standard mutation agent modifies an individual by generating new
values of two randomly selected elements in an individual. If the fitness function
value has improved then the change is accepted.

The local search agent exchanges values between two randomly selected
elements within an individual. If the fitness function value of an individual has
improved, then the change is accepted.

The non-uniform mutation agent acts through modifying an individual by
repeatedly adjusting value of the randomly selected element (in this case a real
numb er) until the fitness function value has improved or until nine consecutive
improvements have been at tempted unsuccessfully. The value of the adjustment
is calculated as:

(2)

where r is the uniformly distributed real number from (0,1], T is equal to the
length of the vector representing an individual and t is a current number of
adjustment. .

The gradient mutation agent modifies two randomly selected elements within
an individual by incrementing or decrementing their values . Direction of change
(increment/decrement) is random and has identical probability equal to 0.5.
The value of change is proportional to the gradient of an individual. If the fit
ness function value of an individual has improved then the change is accepted.

The gradient adjustment operator agent adjusts the value of each element
of the individual by a constant value ~ proportional to its gradient. Delta is
calculated as ~ = a *~, where a is the factor determining a size of the step in
direction of~, known as a momentum. a has value from (0,1] . In the proposed
algorithm its value iterates starting from 1 with the step equal to 0.02. ~ is
a vector determining a direction of search and is equal to the gradient of an
individual.

3.3 Extended PLANN-Team

The extended team has been constructed by adding two more kinds of the
search agent:
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- simple one-point crossover search agent,

- arithmetic crossover search agent [11].

In both cases additional agents work in two modes - the first is to produce
offspring out of the two randomly selected individuals from the shared memory.
The second mode involves producing offspring by a crossover between the cur
rent best solution and all the remaining solutions from the shared memory. If
any offspring is better then the current worst individual in the shared memory
it replaces the current worst.

4 Computational Experiment Results

To validate the proposed approach a computational experiment has been car
ried on the cluster of PC's with P4 processors under PVM operating system.
In case of the PLANN-Team there have been 5 search agents and in case of
the E-PLANN-Team 7 search agents - in both cases one of each kind. The
above described environment has been used to train neural networks applied
to the three popular benchmarking classification problems - Cleveland heart
disease (303 instances, 13 attributes, 2 classes), Credit approval (690, 15, 2)
and Wisconsin breast cancer (699, 9, 2) [9]. All datasets have been obtained
from the VCI Machine Learning Repository [10].

Each benchmarking problem has been solved 20 times and the reported val
ues of the quality measures have been averaged over all runs. The quality mea
sure in all cases was the correct classification ratio for the lO-cross-validation
approach.

All the algorithms under comparison assume a sigmoid activation function
with f3 = 1. The cascade-PLANN generated results with 18±11 hidden neurons
for the Credit problem and 10 ± 2 hidden neurons for the Heart problem. The
remaining algorithms used identical the network structures with (15, 15, 1)
neurons in layers 1, 2 and 3 for the Credit problem, (13, 13, 1) - for the Heart
problem and (9, 9, 1) - for the Cancer problem. In the shared memory 200
individuals has been stored. Each agent has been allocated 500 requests.

In Table 1 these results are compared with other results obtained using neu
ral networks trained by the following training tools: PLANN, parallel-PLANN
and cascade-PLA (for details see [2, 3, 4, 5]).

In Table 2 correct classification rates obtained using the extended PLANN
Team are compared with the results reported in the literature.

In Figure 2 accuracy of classification using the extended PLANN-Team as
a training tool versus the number of individuals stored in the shared memory
is shown.

5 Conclusion

Main contribution of the paper is seen as proposing and implementing an ap
proach based on a team of agents to training feed forward ANN. The resulting
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Table 1: PLANN-Team versus other approaches

PLANN parallel- Cascade- PLANN- E-PLANN-
PLANN PLA Team Team

Accuracy (%)

Credit 82.6 ±1.2 86.6 ±1 85.1 ±1 84.1 ±1 85.6 ± 0.6

Heart 81.3 ±1.4 86.5 ±1.4 87.6 ±1.1 84.4 ±1.1 86.7 ± 0.6

Cancer 96.4 ± 1 96.6 ±0.8 96.0 ± 1 97.2 ± 0.4

Training time (sec.)

Credit 150 34 61 47

Heart 90 27 44 40

Cancer 90 25 64 47

Table 2: ATANN versus the reported accuracy of training algorithms (source for
the best reported: http://www.phys.unLtorun.pl/kmk/projects/datasets.html
and http://www.phys.unLtorun.pl/kmk/projects/datasets-stat.html)

Problem

Credit

Heart

Cancer

Approach

MLP+BP

RBF
C 4.5

kNN

MLP+BP

FSM

C 4.5

kNN

MLP+BP

RBF
C 4.5

kNN

Literature
reported accu
racy (%)

84.6

85.5

85.5

86.4

81.3

84.0

77.8

85.1

96.7

95.9

94.7

97.1

Accuracy of E
PLANN-T (%)

85.6

86.7

97.2
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Figure 2: Accuracy of classification versus number of individuals stored in the
shared memory

training tool seems to be a promising approach producing good or even compet
itive quality classifiers in a reasonable time . The proposed approach seems to be
a worthy and flexible training tool, which application to ANN training should
be further investigated. It has been also demonstrated that increasing the size
of the population of solutions stored in the shared memory as well as increasing
the number of agents could result in improving the classifier performance.

Future research should concentrate on searching for a more effective agents,
establishing sound theoretical ground for agent's configuration and fine-tuning
and investigating possibility of introducing negotiating agents. Another area
for potential improvements is the management of the shared memory where var
ious strategies for the selection, removal and replacement of individuals should
be considered.
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Abstract

We show how For mal Concept Analysis (FCA) can be applied to Col
laborative Recommenders. FCA is a mathematical method for analysing
binary relations. Here we apply it to the relation between users and items
in a collaborative recommender system. FCA groups the users and items
into concept s, ordered by a concept lattice. We pre sent two new algo
rithms for finding neighbours in a collaborative recommender . Both use
the concept lattice as an index t o the recommender 's ratings matrix. Our
experimental results show a major decrease in the amount of work needed
to find neighbours, while guaranteeing no loss of accuracy or coverage.

1 Introduction

Recomm ender systems act as experts who draw the at tent ion of their users
to items (products, services or information sources) that they predict will be
of interest . Collaborative recommender systems achieve this by maintaining a
pool of user opinions.

In a collaborat ive recommender , given n users, U = {u : 1 . . . n} , and m
ite ms, I = {i : 1 .. . m} , preferences are represented using a n x m matrix of
ratings r u ,i. Note that it is poss ible and common that ru,i = 1-, signalling that
the user has not yet rated that item. An example of a ra t ings matrix for movies
is shown as Table 1.

There ar e many ways of building collaborat ive recommenders . Here we
describ e just one, which we refer to as an Exhaustive Recommender (EX-CR) ;
for more details , see [7]:

• The simil arity wu,,,u between the active user U a and each ot her user,
U =1= U a , is computed using Pearson corr elati on over their co-rated items,
devalued in the case of users who have co-rated fewer than 50 items by a
signific anc e weight .

• Next , th e nearest neighbours of U a are selected, i.e. the N (in our case ,
20) other users U for whom WU n ,U is highest .

'This work is supported by the Boole Centre for Research in Informatics, University
College Cork under the HEA-PRTLI scheme.
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~ Wild One I X-Men IYentl I Zorro I
Ann 5 1- 1- 2
Bob 1- 1- 3 4
Col 2 5 1- 2
Deb 2 5 4 2
Edd 1- 4 1- 2
Flo 4 3 4 1-

Guy 4 5 1- 3

Figure 1: A ratings matrix

• Prediction: Given an item i that has not been rated by U a but that
has been rated by at least one of the neighbours, ua's rat ing for i can
be predicted, Pua ,i, essentially as a weighted average of the neighbours'
ratings for item i .

• Recommendation: By predicting a rating for each item i that has not
been rated by U a but which has been rated by at least one neighbour ,
items can be sorted into descending order of PUa ,i ' This is the order in
which they can be recommended.

Collaborative recommenders are the target of active research. The research
aims to investigate and overcome problems such as latency [3], sparsity [15]
and vulnerability to attack [9]. But the problem that we address here is the
high dimensionality of the rat ings data: in fielded systems the numbers of users
and items can be very high . The challenges are efficiency and scalability: how
to provide fast on-line predictions and recommendations without sacrificing
accuracy and coverage , and how to continue to do this over time as ratings
data grows and usage increases.

The key to tackling the dimensionality problem is to do some work off
line, in advance of making predictions and recommendations, to reduce the
amount of work that needs to be done on-line. In model-based collaborative
recommenders, most of the work is done off-line. A model is built from the
ratings matrix: the matrix is mined for association rules or Bayesian networks
to capture regularities [1 , 8] or to remove redundancy [10J . Efficient predictions
are made on-line from the model.

In memory-based collaborative recommenders, little, if any, work is done
off-line; predictions are made directly from the matrix. An example of a purely
memory-based system is the Exhaustive Recommender (EX-CR) that we de
scribed in the opening paragraphs of this section.

There are many ways of combining model-based and memory-based ap
proaches . The simplest, which we adopt in our own implementation of the
Exhaustive Recommender (EX-CR) , is to pre-compute a matrix of all user
user correlat ions. This gives EX-CR a simple model that speeds up the process
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of finding neighbours . Further speed up may be obtained by building an index
to the ratings matrix so that it is no longer necessary to perform an exhaustive
on-line search through all the users. The common approach to this is to use
some form of heuristic-based clustering algorithm, e.g. [2, 6, 13J. In the rest
of this paper, we investigate an alternative, which builds an index using the
technique of Formal Concept Analysis.

Sect. 2 explains those aspects of FCA that are relevant to this research.
Then, in Sect . 3 we explain how we have applied FCA to collaborative recom
menders. An empirical evaluation is presented in Sect . 4.

2 Formal Concept Analysis

Formal Concept Analysis (FCA) is a mathematical method for analysing binary
relations. It was first introduced in [14]; see [4J for a concise textbook treatment.
In FCA , data is structured into formal abstractions, called concepts, which form
a concept lattice, ordered by a subconcept-superconcept relation. The last two
decades have seen numerous applications of FCA in computer science . These
have included applications in knowledge discovery [11], software engineering
[12J and case-based reasoning [5] .

2.1 Contexts and concepts

In FCA , a context (E , F, R) is a binary relation between a set of entities E and
a set of features F, R ~ E x F . When the sets are finite, the context can be
specified by means of a cross-table. A simple example is shown as Fig . 2a.

Given a set of entities E' ~ E , we can define the common features CF of
the members of E' :

CF(E') =def U E F I"Ie E E' (e, f) E R} (1)

Similarly, given a set of features F' ~ F, we can define the common entities
C E of the memb ers of F' :

CE(F') =def {e EEl "If E F' (e,f) E R} (2)

For example, in Fig . 2a, CF({el,e3}) = Ut} and CE({iJ}) = {e2,e4} '
Hence , we define a concept of a context (E, F, R) as a pair (E' , F') where

CF(E') = F' and CE(F') = E'. In other words, in a concept (E' ,F') the
set of entities that the members of F' have in common is E' and the set of
features that the members of E' have in common is F'. In a concept (E', F'),
E' (the set of entities) is called the concept's extent and F' (the set of features)
is called the concept 's intent. For example, ({el, e3}, {h}) is a concept of the
context shown in Fig . 2a. el and e3 are the members of the extent; h is the
sole member of the intent. ({el}, {h, h}) is another concept of this context.
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({ed , { fI ,h } )

({} , {fI,h h})

el x x

e2 x

e3 x

e4 x

Fig. 2a. A context.

Fig. 2b. A concep t lat t ice.

Fig. 2c. A concept lat t ice.

F igur e 2: A context and its concept lat t ice.

2.2 Concept lattices

A partial ordering can be defined over the concepts of a context. Specifically,

(3)

Equivalent ly,
(E i , Fi ) s (Ej,Fj) <=? r. 2 Fj (4)

In the example, ({el }, {/I ,h} ) :::; ({el , e3}, Ull ). T his can be thought of as a
subconcept-superconcept relat ion.

The ordering defines a comp lete lat t ice over the concepts of a context , and
this is referred to as the concept lattice . Fig. 2b is a Hasse diagram depicting
the concept lattice for the context of F ig. 2a. This helps us to visua lise various
proper ties. The supremum (the topmost node) is the concept whose extent is
t he set of all entities. In this exa mple, t here is no feature shared by all ent it ies,
so th is concept's intent is t he empty set. The infimum (the lowermost node) is
the concept whose intent is the set of all features. In this example, no entity
possesses all t hree features , so the extent of this concept is empty. Lower nodes
in the diagr am denote concepts with more features in their intent; higher nod es
denote concepts with more entities in their extent.
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2.3 Entry-level concepts

Given the set of all concepts of a context, we define the entry-level concept for
an entity. The entry-level concept of entity e is the unique concept for which e is
a member of the extent and e is not a member of the extent of any subconcept.
For example, the concept ({el ,e3} , {ld) is the ent ry-level concept for entity
e3. In Fig. 2b , the entry-level concept of an entity is the lowest node labelled
by that entity.

Similarly, the entry-level concept of feature f is the unique concept for
which f is a member of the intent and f is not a member of the intent of
any superconcept. So, for example, ({ed, {h ,h}) is the entry-level concept of
feature h . In Fig. 2b, it is the highest node labelled by that feature .

In Fig . 2b, we wrote concepts alongside nodes . Fig. 2c shows the same in
formation but more concisely. We write alongside nodes just entry-level entities
and features . This is the more conventional way of showing a concept lattice.
It is easy to recover the information shown in Fig . 2b: the full extent at a node
in Fig . 2c contains the entities that label this node and all descendant nodes;
th e full intent at a node in Fig. 2c contains the features that label this node
and all ancestor nodes . This reduces clutter in diagrams. However , we stress
th at th e data structures of our implementations store complete concepts as in
Fig. 2b.

3 Applying FCA to Collaborative
Recommending

We apply Formal Concept Analysis to a collaborative recommender 's ratings
matrix. The concept lattice can then act as an index to the ratings matrix to
speed up the search for neighbours. This section explains the details.

3.1 Obtaining a concept lattice

FCA requires a context , i.e, a binary relation between entities and features .
We take users to be entities and items (movies, TV programmes, etc.) to be
features. We produce a cross-table from the ratings matrix: a cell contains X
if and only if r ti , i =J 1... The context that corresponds to Fig. 1's ratings matrix
is shown as a cross-table in Fig . 3. The corresponding concept lattice is shown
in Fig . 4 (using the concise format illustrated in Fig. 2c) .

Concepts group users and items in ways that are meaningful in collaborative
recommending. For example, the node labelled by Col and Guy denotes the
concept ({Col , Deb, Guy}, { WildOne , XMen, Zorro}). (Remember in diagrams
such as Fig. 4 the extent is read from the descendants; the intent is read from
the ancestors.) It shows that users Col, Deb and Guy have co-rated items Wild
One, X-Men and Zorro. Of course, this does not mean their actual ratings (the
numeric values) are the same. However. this brings us to a hypothesis: th at
the structure revealed by FCA will be positively co-related with the similarity
values computed from the numeric ratings . We state this hypothesis as follows:
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Ann x x
Bob x x
Col x x x
Deb x x x x
Edd x x
Flo x x x
Guy x x x

c:=JI WildOne I XMen I Yentl I Zorro I

Figure 3: The context that corresponds to the ratings matrix in Fig . 1.

Figure 4: The concept latt ice that corresponds to the context in Fig. 3.

Hypothesis. Users who rate the same items tend to rate items the same .

The more two people tend to watch (and rate) the same movies , for example,
the more they will tend to have similar tastes in movies and tend to rate these
movies with approximately the same scores .

We report the results of testing this hypothesis empirically in Sect. 4. For
the moment, we remark that the truth of this hypothesis is not necessary for
attaining speed up when using the concept lattice to search for neighbours.
This speed-up will happen anyway. But, if the hypo thesis is true, there is
additional potential to improve performance.

We now describe two new alternative algorithms that use the lattice in the
search for neighbours. We focus on the task of prediction. In other words , we
are given active user U a and item i and we want to predict ua's rating for i .
Predicting Col 's rating for Yentl will be a running example.
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3.2 Feature-Based Collaborative Recommender

Our feature-based algorithm (FE-CR) uses the entry-level concept of the target
item. The extent of this concept is the set of users who have rated this item
(entities that have this feature) . Clearly, these are the only users who can con
tribute anything to a predicted rating for this item. In Fig . 4, for example, we
would access the node labelled Yentl, as this denotes the entry-level concept for
this movie. The extent of this concept can be read off the node's descendants ,
i.e, {Bob, Deb, Flo} . These are indeed the only users who have rated Yentl.
(Remember, in the implementation the extent itself is stored explicitly; it does
not have to be collected by walking the descendants.)

However, if there are more than N users in this concept's extent , then
we need to find the N who are most similar to the target user . The FE
CR algorithm processes the members of the extent in the same way that the
exhaustive algorithm processes the entire ratings matrix. Far fewer users will
be visited by FE-CR than by the exhaustive algorithm, the actual efficiency
depending on the size of the concept 's extent. However, FE-CR guarantees
th at every user visited has rated the target item and that every user who has
rated the target item is visited.

3.3 Entity-Based Collaborative Recommender

Our entity-based algorithm (EN-CR) walks the lattice, starting from the entry
level concept for the target user. Before we describe the algorithm, we make a
few observations about the lattice depicted in Fig. 4 to show which nodes are
important and which are not. We continue to use the example of predicting
Col's rating for Yentl.

Consider Col's entry-level concept. In Fig. 4, it is labelled by Col and Guy.
But the corr esponding concept (reading the extent from descendants and the
intent from ancestors) is ({Col,Deb ,Guy},{WildOne,XMen,Zorro}) .

• Not only is this the entry-level concept for Col, it is also the entry-level
concept for Guy. This shows that Guy is useless as a predictor. Because
this is the entry-level concept for both of them, they have co-rated the
same set of movies; Guy has no additional ratings and so cannot be used
to make predictions for Col.

• Ann and Edd are not members of the extent of Col's entry-level concept;
their entry-level concepts are superconcepts of Col's entry-level concept.
But , they too are useless as predictors. Each of them has rated a proper
subset of the movies that Col has rated. In particular, Ann has rated
Wild One and Zorro; Edd has rated X-Men and Zorro. They have no
addit ional ratings and so cannot be used to make predictions for Col.

• Deb, like Guy, belongs to the extent of Col's entry-level concept but
her entry-level concept, unlike Guy 's, is a subconcept of Col's entry-level
concept. The movies she has rated are therefore a proper superset of Col's:
she has rated all the movies he has, plus some . In particular, she has
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additionally rated Yentl. She can make predictions for Col. Furthermore,
she has a lot of movies in common with Col and, to the degree that our
hypothesis is true, is likely to be similar to Col.

• Flo's entry-level concept is neither a subconcept not a superconcept of
Col 's entry-level concept. But Flo's and Col's entry-level concepts have
a common ancestor other than the supremum. In this case , this common
ancestor is the unlabelled node near the centre of the diagram. This
shows that they do have at least one co-rated movie (in fact, they have
two, Wild One and X-Men) and it shows that Flo brings something new
(her rating of Yentl) . She has fewer movies in common with Col than
Deb has and so, to the degree that our hypothesis is true, is likely to be
less similar to Col (although this will depend on the actual ratings) .

• Finally, Bob 's entry-level concept, like Flo 's, is neither a subconcept nor
a superconcept of Col 's , but Bob's and Col's entry-level concepts have a
common ancestor other than the supremum, in th is case the node labelled
Zorro. So he has movies in common with Col but also additional movies.
Because this common ancestor is at a higher level than the one that Flo
shares with Col, Bob has fewer co-rated items than Flo and is likely to
be less similar (again depending on the actual numeric ratings) .

The above discussion of the example lattice should give a strong intuition
about the operation of the EN-CR algorithm. It can use the lattice to visit users
in a most-likely-neighbour-first order. Specifically then, it starts its traversal
at the target user's entry-level concept. It ignores other users for whom this
is also their entry-level concept (Guy in the example) . It does not need to
visit the subconcepts because users from these subconcepts (such as Deb in the
example) are members of the extent of the target user 's entry-level concept .
These members of the entry-level concept are the first users whose corr elat ion
with the target user is computed and who may be added to the set of neigh
bours. Then the algorithm walks up the lattice, level by level , until it reaches
the supremum. At each concept, it ignores users for whom the concept is their
entry-level (Ann and Edd in the example) . Other users are candidate neigh
bours and they will be encountered in order of the number of items they have
in common with the target user. (In the example, Flo is encountered at the
unlabelled node; Bob is encountered later , at the node labelled Zorro .)

4 Experimental Evaluation

4.1 Datasets

We tested our new algorithms on two datasets. The lOOK MovieLens Dataset
consist s of 100000 ratings by 943 users for 1682 movies ; the PTV Dataset
contains 60000 ratings by 2341 users for 8164 TV programmes.' To model the

lWe are grateful to the GroupLens project team, Wllw .movielens .org, for th e Mov ieLens
data and to ChangingWorlds , WWll . changingworlds . com, for the PTV data.
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Number of ratings
10000 20000 30000

MovieLens 16224 169030 1047321
PTV 4448 25827 133897

Figure 5: Number of concepts.

growth of a recommender system over time, we use three subsets of the datasets
containing increasing numbers of ratings (10000, 20000 and 30000 ratings) .

Datasets are split into a training set from which the lattice is built and a test
set of 5000 withheld ratings. The performance of the system at predicting each
withheld rating is measured. Results are subject to five-fold cross-validation
with different random training and test sets in each fold.

4.2 Concept lattices

The space requirements of our new approach are considerable. We must store
the ratings matrix (of size n x m) and, if it has been pre-computed, the user 
user similarity matrix (of size n 2 ) , as well as the lattice. In the worst case, the
number of concepts in a concept lattice is exponential in the size of the context .
It is important that in practice our lattices are of a manageable size.

The table in Fig . 5 shows the number of concepts in the lattices built from
differently-sized datasets . While the number of concepts is manageable, we
see that it grows faster than the ratings grow. This may cause problems for
larger datasets . However, we have suggestions for future work (Sect . 5) that
may control this . We also see that MovieLens lattices have four to eight times
more concepts than PTV ones . The MovieLens datasets are less sparse than
the PTV ones . There is thus a greater chance of commonalities between pai rs
of users and pairs of movies , which results in more concepts.

Fig . 6 shows the distribution of concepts of different sizes in a lattice that
was const ructed from 20000 MovieLens and PTV ratings; similar-shaped pro
files apply in the case of lattices created from differently-sized datasets . In
the figure , the z-axis is the size of a concept's intent (the number of movies it
pertains to) ; the y-axis records how many concepts are of those sizes.

Concepts towards the top of a lattice are more general: ext ents are large
and intents are small. Concepts lower down are more specific: extents are small
and intents are large. What Fig . 6 shows is that the bulk of the concepts in the
lattices are towards the top. For example, approximately 165000 MovieLens
concepts have only two to four items in their intent. The number of concepts
whose intent contains more than three items falls off very rapidly and they form
only a tiny proportion of the lattice. We should point out that we have trun
cated the z-axis in Fig . 6 at 14. This does not mean that there are no concepts
with intent sizes greater than 14. Excluding the infimum, for MovieLens there
are a further 120 or so distinct intent sizes in the lattice, the largest intent size
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Figure 6: Number of concepts for intents of different sizes for datasets with
20000 ratings.

being 1353, but rarely do more than a couple of concepts have intents of these
sizes. The story is similar for PTV, where the largest intent size is 4083 TV
programmes.

A final comment concerns the lattice build time. While our code was not
optimised in any significant way, we found that , given enough main memory,
smaller lattices were built in minutes and the largest MovieLens lattice was built
in approximately 2.5 days. In practice, lattices can be updated incrementally
at no great cost when new users, items and ratings arrive.

4.3 Concept membership

We hypothesised that users who rate the same items would rate the items the
same. Figure 7 gives some insight into whether our hypothesis holds true. It
shows information about a lattice that was constructed from 20000 MovieLens
ratings; similar findings apply to the lattices created from other datasets .

In the figure, the x-axis is again the size of a concept 's intent; the y-axis
measures average all-pairs user similarity. We plot the following:

A verage similarity of all users: The average all-pairs user-user similarity
over all users in the dataset . This is a flat line because it is independent
of properties of the lattice.

A verage non-zero similarity of all users: Here only non-zero values are
averaged. In other words , this considers pairs of users who have at least
one co-rated item. Again this is independent of properties of the lattice.

Average similarity of concept extents: For each concept, we took the ex
tent and averaged the all-pairs user-user similarities. We then took the
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Figure 7: All-pairs similarities in a lattice for 20000 MovieLens ratings.

average of all these values. While this depends on the lattice, the plot is
fiat because it does not depend on intent sizes.

A verage similarity of concept extents by intent size: For each concept ,
we took the extent and averaged the all-pairs user-user similarities. We
then grouped and averaged these by the size of the concept 's intent.

Figure 7 shows two things that support our hypothesis. First , the average
similarity of concept extents is higher than the figures that are independent
of the lattice. This suggests that similar users are indeed grouped together.
Second , from the average similarity of concept intents by intent size , we see
that users who belong to the same concept are more similar to each other the
further down the lattice the concept is situated (i.e. the bigger its intent). This
would imply that the more co-rated items, the more similar the users are.

4.4 Prediction efficiency

The predictions made by collaborative recommenders are conventionally eval
uated for accuracy (e.g. mean absolute error) and coverage (the percentage of
requests which the system is able to fulfil). However, by design, FE-CR and
EN-CR are guaranteed to find the same set of N neighbours and therefore make
the same predictions as EX-CR. The lattice simply speeds up the search for
neighbours. We will therefore not show accuracy or coverage plots . Modulo
minor differences (e.g. due to the random selection of members of the training
and test sets) , they are the same as plots to be found in the literature, e.g. [8J.

Our main concern in evaluating FE-CR and EN-CR, then, is their efficiency.
Since execution times are difficult to measure reliably, we use instead two op
era t ion counts. (We do have timing figures and they tell a similar story.)
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Figure 8: Number of user-user matrix accesses .

4.4.1 Number of user-user matrix accesses

Each time two users need to be compared, the user-user similarity matrix is
consulted. We count the total number of accesses made to this matrix. The
lattice enables FE-CR and EN-CR to ignore many users who cannot be pre
dictors. This count will enable us to see how big the saving is compared with
EX-CR's exhaustive approach.

The results are shown in Fig . 8. In both the MovieLens and PTV datasets ,
EX-CR requires by far the greatest number of matrix accesses - note the
logarithmic scale . This is expected as, for each prediction, this algorithm will
visit every user in the system. In particular, FE-CR and EN-CR make only
0.2-7 .0% as many accesses as EX-CR. FE-CR and EN-CR are closer to each
other, although EN-CR does fewer accesses .

4.4.2 Numbe r of concepts visited

This count , of concepts visited, meaningfully applies only to the EN-CR algo
rithm, which walks the lattice, level-by-level, up from the target user 's entry
level concept to the supremum. Obviously, the bigger the concept lattice the
more concepts will be visited per prediction. (The plot for FE-CR will be flat:
for each prediction request , it visits just the entry-level concept for the target
item.) The results are shown in Figs . 9. Again the scale is logarithmic.

5 Conclusions

In this paper, we have shown how Formal Concept Analysis can be applied
to collaborative recommenders. We build a concept lattice from a cross-table
that is derived from the original ratings matrix and use this as an index to the
ratings matrix when finding neighbours.

We proposed two new algorithms that use the lattice, FE-CR and EN-CR.
Both do considerably less work than a conventional exhaustive algorithm, EX-
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Figure 9: Number of concepts visited.

CR, but both guarantee accuracy and coverage results equal to those of the
exhaustive system. Of the two, FE-CR is of lower practical use . It can only be
used to make predictions: its inputs are both the target user and, crucially, the
item for which a prediction is sought. It uses the latter to key into the concept
lattice. Suppose instead we want to compute recommendations, in which case
no target item will be available at the outset . FE-CR has nothing with which
to key into the lattice.

By contrast, EN-CR can be used both to make predictions and recommen
dations . Given the target user , it walks the la t t ice to find the user 's neighbours.
The neighbours ' ratings can then be used either to make predictions in the case
where a target item is also supplied, or to recommend items rated by the neigh
bours but not yet rated by the target user . In future work we would like to
test EN-CR on recommendation tasks and see whether properties of the lattice
(and our hypothesis in particular) can give any further advantages.

Another avenue of future work, which might help to constrain the sizes of the
lattices, is pruning concepts towards the bottom of the lattice. This would not
lose any users or items. Users, for example, who are members of the extent of
the pruned concepts are also members of the extents of their superconcepts. It
would mean, however, that if two users share an entry-level concept in a pruned
lattice, they would no longer necessarily have co-rated exactly the same items.
There would be savings in space; some savings in time due to there being fewer
concepts; but also some costs in time due to the need to process larger extents.
The trade-offs between these could be investigated.
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Abstract

Most case-based reasoning systems in operation today do not adapt
the solutions of retrieved cases to solve new problems. This reflects
the difficulty of acquiring and maintaining the knowledge needed to
perform adaptation successfully. This paper describes a technique
for performing numeric prediction (i.e. regression) in which
adaptation knowledge is mined from the case-base itself.
Experimental evidence suggests that the technique provides robust
performance in real-world domains.

1. Introduction
Case-based reasoning (CBR) systems solve new problems by retrieving similar past
problems and re-using their solutions. This re-use may involve copying the
solution from a past problem, or adapting it to fit the precise needs of the new
problem. Of the steps in the CBR problem-solving cycle [1], this adaptation step
has proved most problematic. CBR is now in widespread commercial use in
applications such as customer support and recommender systems. The purpose of
these systems, however, is to find information in an efficient and user-friendly
manner. They are 'retrieval only' systems in that they make no attempt to adapt the
solutions that they find.

Adapting a retrieved solution to solve a new problem generally requires detailed
knowledge of both the task and domain at hand. The adaptation 'problem' can
therefore be summarized as follows:

• How can the knowledge required to perform adaptation be acquired?

• How can adaptation knowledge be represented so that it integrates
seamlessly into a CBR system?

The acquisition of adaptation knowledge subjects CBR to the same knowledge
engineering problem that has impeded the adoption of other knowledge-based
techniques, e.g. expert systems. CBR's primary advantage as a technology has
been its simplicity. Adaptation mechanisms that rely on the collection and
maintenance of expert knowledge lessen or negate this advantage.

Representation of adaptation knowledge also presents a challenge. Ideally, the
knowledge used for adaptation should be easy to store and manipulate within a
CBR framework. More commonly, however, it has been stored in the form of rules
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[2]. In situations where CBR has been applied to planning and design tasks, the
adaptation process often employs external reasoning systems to manipulate
domain-specific rule-sets [3]. In contrast to this 'knowledge-intensive' approach,
CBR systems that have achieved most success have attempted to minimise the need
for explicit domain knowledge. Such systems are sometimes referred to as
'knowledge-light' [4].

This paper describes a knowledge-light technique for applying CBR to the problem
of numeric prediction (i.e. regression). Accurate and robust prediction of numeric
values requires knowledge about how to alter the solutions of retrieved cases. This
adaptation knowledge is mined directly from the case base. In dividing the
knowledge in any CBR system into four containers (vocabulary, similarity measure,
case base, and solution transformation), Richter also noted that knowledge may be
moved between containers [5]. The technique described here uses knowledge from
the first three containers to populate the fourth, thereby easing construction and
maintenance of the overall system.

Section 2 describes an earlier regression technique that mined adaptation
knowledge from the case base [6]. It also examines some limitations of this
approach. Section 3 describes a new technique that seeks to address these
limitations while also integrating the adaptation process more closely into the CBR
cycle. An experimental evaluation of this technique is presented in Section 4.

2. Mining the Case Base for Adaptation Knowledge
The principal component of every CBR system is the case base (CB), a collection
of previously encountered problem descriptions together with their solutions. As
new problems are solved and stored, the knowledge contained in the CB increases
and the system's problem-solving ability improves.

Problem-solving in CBR is both lazy and local; lazy because the process of finding
a solution for a query case only occurs when the query is actually received, and
local because the solution is calculated using only those prior cases most similar to
the query (these are known as the query's 'nearest neighbours' or NNs). The
contribution from each neighbour to the solution is often weighted by its distance
from the query, typically using a Gaussian or other distance-weighting function.

When CBR is used for regression, the most common approach is to take a weighted
average of solutions from a query's NNs. This presents two problems:

1. The predicted solution will always be bounded by the highest and lowest
values among the NNs. This ignores the relative positions of the query
and its NNs in domain space, and may not always give an accurate result.
E.g. suppose we have a simple housing domain where housePrice =
f(numBedrooms). If a query is received with numBedrooms=5 and its two
NNs have numBedrooms=4 and 3, the predicted housePrice will be
between those of the NNs when it should in fact be higher.

Ideally, we would like to take the relative positions of the query and its
NNs into account when making predictions.
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2. Only those cases most similar to a query have some input into the
predicted solution. In CBR systems, however, the CB contains a lot of
implicit adaptation knowledge that is potentially useful. Ideally, we would
like to extract and apply this knowledge to supplement local problem
solving techniques.

A regression technique addressing these problems was proposed by Hanney &
Keane [6]. Sections 2.1 and 2.2 review this approach in some detail.

2.1 Using Adaptation Rules for Regression

It was stated above that adaptation knowledge is implicitly stored in the CB. So
where precisely is it? The answer is that useful adaptation knowledge can be learnt
by looking at how differences between cases are reflected in their solutions.

The following discussion will use examples from a simplified housing domain:

housePrice = f(numBedrooms, location)

where numBedrooms has range [1-6] and location has range [1-5], 1 being least
desirable. numBedrooms and location are referred to as the problem attributes and
housePrice as the solution. Each stored case has structure:

(numliedrooms, location, housePrice)

Let us assume the existence ofa CB containing multiple (e.g. 20) such cases.

Consider removing a case from the CB and comparing it to all other cases. Since
we know the solution to this case (call it Case A), case comparisons can be used to
construct a set ofrules as follows:

IF (problem changesfrom Case_Iyroblem ~ Case_Ayroblem) THEN
(solution changes from Case_I_solution ~ Case_A_solution)

IF (problem changes from Case_2yroblem ~ Case..fiyroblem) THEN
(solution changes from Casej _solution ~ Case_A_solution)

For example:

Rule I
IF (numBedrooms changes from I~2 and location from 3~4) THEN

(housePrice changes from £200,000~ £400,000)

Rule 2
IF (numBedrooms changes from 3~4 and location from 4~4) THEN

(housePrice changesfrom £550,000~ £680,000)

Each rule contains the difference between two cases and the consequent change in
solution. Note that both problem attributes change value in Rule 1, while only one
changes in Rule 2. In general, those attributes whose values change constitute the
differences covered by the rule; those that are unchanged provide the rule's context.

It would be possible to generate a full set of rules for each case in the CB. For a
CB of size n, this would produce n x (n-I) rules. To reduce storage requirements,
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each case may be compared with only a limited number of other cases. E.g.
comparing each case with its 10 NNs produces a rule-set with size n x 10.

When a query case is received, its solution is predicted as follows:

1. Retrieve the query's NN.

2. Calculate the differences between the two cases' problem parts.

3. Search for one or more rules matching the set of differences - these rules
give the change in solution resulting from the case differences.

4. Make a prediction by adding together the solution from the NN and the
solution changes in the matching rules.

This process can be explained more easily with an example. Suppose the following
query is received: Q = (numBedrooms=5, location =1). Then housePrice is
predicted as follows:

1. Query's NN: (numBedrooms=3, location=2, housePrice=£350,OOO)

2. Differences between NN and Q: (numBedrooms: 3-+05, location : 2-+01)

3. Rules found to account for these differences:

IF (numBedrooms changes from 3-+05) THEN
(housePrice changes from £300,000 -+0 £450,000)

IF (locat ion changes from 2-+01) THEN
(housePrice changesfrom £300,000 -+0 £270,000)

4. Predicted housePrice for Q: £350,000 + £150,000 - £30,000 = £470,000

Here, two rules bridge the gap between the query and its NN. They indicate what
effect the differences in numBedrooms and location have on housePrice. Note that
the context of each rule (i.e. the values of unchanging attributes) is not shown - the
reason that context is sometimes omitted is explained below.

2.2 Problem-solving Capability of Adaptation Rules

Adaptation rules specify the impact that particular differences between cases have
on the solution value, thereby codifying the adaptation knowledge contained in the
CB. This knowledge is highly specific, however, depending as it does on the
precise set ofcases stored in the CB.

The limited scope of the knowledge contained in adaptation rules can be seen by
considering a domain with 5 numeric problem attributes, each with 100 possible
values. This domain has 1005 (= 101~ possible combinations of attribute values; a
relatively well-stocked CB of 1000 cases will still contain only 0.000001 of all
possible cases. Problem solving remains possible in domains such as this because
cases tend to be clustered in those areas of domain space where query cases
typically occur. Even allowing for this, however, it is highly unlikely that a rule
base will contain rules to cover the differences between a particular query case and
its NN while also respecting the query's context.
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The technique of using adaptation rules to solve new cases needs a problem-solving
bias that allows it to broaden the range of problems it can tackle. Hanney & Keane
introduce this bias in two ways. The first extends the set of attribute differences
handled by a rule, while the second extends the context in which a rule may be
applied. Both increase the applicability of individual rules to give them greater
problem-solving potential.

Strategy 1: Combine adaptation rules to create generalised rules that cover a
range of values for a problem attribute .

E.g. combine rules:

IF (numBedrooms changes from 2~3 and location from 4~4) THEN
(housePrice changes from £400,000~ £500,000)

IF (numBedrooms changes from 5~6 and location from 4~4) THEN
(housePrice changes from £800,000~ £900.000)

to create a generalised rule:

IF (numBedrooms changes by 1 in range 2~6 and location from 4~4) THEN
(housePrice increases by £100,000)

Strategy 2: Relax the context in which adaptation rules may be applied.

E.g. replace rule:

IF (numBedrooms changes from 1~2 and location from 4~4) THEN
(housePrice changes from £250,000~ £380,000)

with

IF (numBedrooms changes from 1~2) THEN
(housePrice changes from £250,000~ £380,000)

In the final example of Section 2.1, Strategy 2 was applied to create rules that
depend only on attribute differences and not on context.

We have now looked at how adaptation rules are created and used to solve
regression problems. We have noted that adaptation rules based on raw differences
between cases have insufficient problem-solving bias to be really useful, and have
looked at strategies to address this issue. Although the idea of mining adaptation
knowledge from the CB is a good one, the problem-solving system described above
has a number ofserious limitations:

1. Interacting attributes.
Section 2.1 showed a simple example of adaptation rules in action. Two
rules bridged the gap between a query and its NN, each dealing with one
of two attribute differences . Where two or more attributes interact with
one another, however, this approach will not work. E.g. the effect of
increasing numBedrooms by 2 and decreasing location by 1 may be less
than the impact of these changes individually. One can also imagine
domains in which combining attribute differences increases their
influence. In short, using a combination of simple rules to handle multiple
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attribute differences is only valid when there is no interaction between the
attributes. Hanney & Keane propose using expert knowledge to edit the
rule-base so that these interactions are avoided. But there may be
interactions between several attributes, and their strength may vary in
different parts of the attributes' ranges. In these circumstances, editing the
rule-base manually becomes an impossible task.

2. Variable attribute relevance.
Generalised rules created using Strategy 1 are not always valid because
the strong assumption is made that the solution's response to changes in
the problem attribute is linear. With the Strategy 1 example above, the
assumption is made that changes in numBedrooms from 2-.+3, 3-+4, 4-.+5
and 5-.+6 will result in the same change to housePrice. Clearly this may
not be the case, e.g. changing numBedrooms from 1-.+2 may have a greater
impact on housePrice than changing from 3-+4. Strategy 1 cannot be
applied where attributes have variable relevance through their range.
Again, Hanney & Keane suggest using expert knowledge to take attribute
relevance into account during rule-base construction.

A related problem is that when matching rules to case differences, Hanney
& Keane prefer those rules that cover the highest number of attribute
differences. In situations where some attributes are more important
(relevant) that others, results might be improved by matching differences
in those attributes first,

3. Contextual Dependencies.
Strategy 2 relaxes the context in which rules may be applied. Although
the resulting rules have wider applicability than their predecessors, it is
often the case that a rule's correctness is inextricably linked to its context;
ignoring the context invalidates the rule. E.g. the effect of changing
numBedrooms from 1-.+2 will very probably be different in location 1 than
in location 4. Where there are contextual dependencies of this type,
Strategy 2 cannot be applied. Hanney & Keane suggest using expert
knowledge to manually identify and account for these dependencies.

4. Additive solution errors.
In noisy domains, solutions to cases in the CB will not always be accurate.
Let us suppose that solutions have mean error 8, and that errors are
distributed symmetrically about the true values. When two cases are used
to construct an adaptation rule, the rule's solution difference will have
error limits equal to 2 x 8 (indeterminate errors are added together under
subtraction). If k adaptation rules are used to cover the differences
between a query and its NN, the predicted solution is calculated by adding
the solution difference in each rule to the NN's solution. This gives error
limits of 8 + k x (2 x e) (the initial 8 is the error in the NN's solution).
Where predictions are made using 'adaptation paths' made up of several
adaptation rules, results will exhibit a high mean absolute error. This will
result in poor performance in noisy real-world domains where 8 is high.
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Faced with these problems, can adaptation knowledge mined from the CB be used
to construct an accurate, robust regression system that minimizes the need for
explicit expert knowledge? The next section proposes a novel technique to address
these problems by combining adaptation knowledge with locally-weighted learning.

3. Using Case Differences for Regression
Before describing our technique for performing regression using CBR, it will help
to re-state our objectives. We would like to use adaptation knowledge mined
automatically from the CB, since this simplifies system design and maintenance.
We would like to generalise this knowledge so that it applie s beyond the specific
cases used to generate it. And in so doing, we would like to avoid the problems
listed in Section 2.2.

Let us begin by re-examining the example from the end of Section 2.1. We can
now see that the prediction is unsound for several reasons. First, the differences
between Q and its NN are bridged using two separate rules. If problem attributes
numBedrooms and location are interacting, this will not give the correct result.
Second, both rules improperly ignore context. In the first rule , for example, the
effect of changing numBedrooms for a house should depend on location. Third,
the prediction is not robust because its accuracy depends on the correctness of the
NN and on two adaptation rules, each constructed using two cases . If any of these
five cases has an inaccurate result, the prediction will also be wrong. The
fundamental difficulty is that adaptation knowledge (stored in the form of
adaptation rules) is being applied in circumstances where it is not valid.

Let us examine the knowledge stored in adaptation rules in more detail . Here is a
rule previously shown in Section 2.1:

IF (numBedrooms changes from 3~4 and location from 4~4) THEN
(housePrice changes from €550 ,000~ €680,000)

This rule codifies the precise changes in attribute values between two particular
cases. It also contains the context in which these changes occur (i.e. unchanging
attribute values). How can this highly specific knowledge be generalised so that it
applies to new cases with different attribute values? We propose dividing the
adaptation knowledge mined from the CB into two types. Difference cases contain
the knowledge needed to solve new problems, while local linear models restrict the
application of this knowledge to circumstances where it is appropriate. Between
them, they contain enough knowledge for successful adaptation.

3.1 Difference Cases

Difference cases are simpler than adaptation rules - they simply store the
differences between pairs of cases . E.g. given cases:

Case 1: (numBedrooms=4, location=3, housePrice=550000)

Case 2: (numBedrooms=2, location=4, housePrice=500000)

a difference case can be constructed from the differences between them:

Difference Case 1: (2, -1, 50000)
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Difference cases can be stored in a CB of their own called a Difference CB. To
limit storage requirements , each case is compared with a limited number of other
cases, e.g. if the CB size is n, comparing each case with its 10 NNs generates a
Difference CB with n x 10 difference cases.

3.2 Local Linear Models

Local linear models are used to restrict the application of difference cases in two
ways. First , they indicate where adaptation knowledge stored in difference cases
can be reused. Second, they improve the robustness of predictions by helping to
avoid noisy cases.

3.2.1 Using Local Linear Models to Guide Application of Difference Cases

Suppose the differences between a query and its NN are (2, -1), i.e. numBedrooms
increases by 2, location decreases by 1. The question is whether Difference Case 1
from above can be used to solve this query. The answer is that it can, but only if
the impact on housePrice of increasing numBedrooms by 2 and decreasing
location by 1 is the same for the query as for Difference Case 1. To decide
whether Difference Case I can be applied, then, we would like to measure the
effect that changing numBedrooms and location has on housePrice, both for the
query and for Difference Case 1. That is, we would like to measure the rate of
change ofhousePrice with respect to numBedrooms and location .

In the domain used in our examples, housePrice = f(numBedrooms, location).
More generally, if adaptation function f maps a set of problem attributes
a.; a2, ..., an to a solutiony, i.e. y = fta], a2, 00" a,J, then

grad f =(.2., Oy ' 00" Oy ) .
val va2 van

In other words, the gradient offat any point is the rate of change of the solution
with respect to each of its problem attributes . This is precisely what we need to
help decide where difference cases can be applied - if we can calculate the gradient
for each difference case and query case, we can search for difference cases whose
gradients match the query and use (one of) them to make a prediction.

A difference case can be used to bridge the gap between a query and its NN if the
gradient around the query is similar to the gradient around the difference case.
This is because the impact of problem attribute differences on the solution will be
similar in both areas of domain space. If the attribute differences match, the
solution difference should also be correct.

Calculating case gradients is quite straightforward. Each case occupies a particular
point in domain space given by its vector of attribute and solution values. E.g. the
case (numBedrooms=3, location =2, housePrice=£350,000) can be represented as
(3, 2, 350000) . Domain space is then a multi-dimensional Euclidean space with
one dimension representing each problem attribute and the solution. The gradient
at any point is equivalent to the slope of adaptation function f in each direction.
Although function f is unknown, it can be approximated at any point by
constructing a local linear model.
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Figure 1 - Local Linear Model

Figure I illustrates the basics of local linear modelling. It shows a simple domain
where the solution is a function of a single problem attribute. When a query Q is
received, a local linear model can be constructed and used to predict its solution
(see [7] for an introduction to local linear modelling). Neighbouring points are
weighted by their distance from the query - Gaussian weighting is used in Figure I
above - so that the model provides the best fit for points closest to Q. Note that the
slope of the local linear model gives the rate of change of the solution with respect
to the problem attribute in the area around Q. With a slope of roughly -0.5, an
increase of 2 in the problem attribute results in a decrease of I in the solution. This
linear model can be represented as y = -0.5 x + c (where c is a constant). The slope
ofproblem attribute x is given by the attribute's parameter in the model equation.

In multi-dimensional domains, the gradient is a vector of slopes giving the rate of
change of the solution with respect to each problem attribute. For our housing
example (3, 2, 350000), the gradient might be (50000, 70000); at this point in
domain space, increasing numBedrooms and location by I results in a housePrice
increase of€50,OOO and €70,OOO respectively.

Summing up, the gradient for each case in the CB can be calculated by
constructing a local linear model at that point and taking its slope in each
direction. Each gradient can be stored with the corresponding case to make it easy
to find. Recall, however, that we need the gradient of each difference case. A
difference case constructed using two cases (Case 1 - Case 2) is assigned the
gradient of the domain space around Case 2.

3.2.2 Using Local Linear Models to Avoid Noisy Cases

Difference cases and case gradients can be used to make a prediction as follows:
retrieve a NN to the query, then account for the differences between them using a
difference case whose gradient is similar to that around the query.

This procedure makes direct use of three specific cases: the NN and the two cases
used to form the difference case . (These cases are referred to as an 'estimation
triple ' in [8].) If any of the three hasan inaccurate solution, the prediction will also
be inaccurate. Robustness can be improved by using local linear models to judge
the quality ofthe three cases involved.

A high quality case is one whose stored solution is close to the true value. Since
the true solution to each case is unknown, case quality can only be estimated. In
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Section 3.2.1, a local linear model was constructed around each case in the CB.
This can be used to estimate case quality: a case is considered high quality if its
stored solution is close to the value predicted by the linear model around it.
Conversely, a case is of low quality if its solution deviates significantly from the
linear model constructed around it.

The predicted solution for a query Q is calculated using the formula:

solutionQ = solutionNN + (sohaion-, - solutionc:z)

where cases C/ and C2 are used to construct a difference case matching diff(NN, Q).
Low quality cases are avoided by applying a penalty to those giving low values for
residual(NN) and (residual(CJ - residual/Cy). (residual(CJ is the difference
between the stored value for case C/ and the value predicted using the linear model
constructed around it.) Note that if C/ and C2 deviate from their linear model in the
same direction and to the same degree, this will not affect their predictive quality.

Using linear models to judge the quality of cases is consistent with the underlying
assumption of our regression technique, namely, that the unknown function
generating the solution is continuous and can be approximated locally by a linear
model. Linear models are not used to make predictions. Instead, they help find the
'best' difference cases by providing case gradients and identifying noisy cases.

3.3 Making Predictions using Difference Cases

CBR systems using difference cases for adaptation must undergo an initial training
phase. All case attributes must have numeric values, so non-numeric attributes are
converted to numeric and missing values are replaced. Difference cases are
assembled into a Difference CB. The gradient at each case is calculated and stored.

When a new query case is received, its solution is predicted as follows:

1. Estimate the gradient around the query by building a local linear model.

2. Retrieve several (e.g. 10) of the query's NNs.

3. Construct difference cases by calculating the differences between the
query and each of its NNs - call them diff(NN]I Q), diff(NN2J Q), etc.

4. Search the Difference CB for the best n difference cases matching any of
diff(NN/J Q). (Note that some NNs may have several matching difference
cases among the best n, while other NNs may have none.)

5. Make k predictions by adding the solution differences in the retrieved
difference cases to the solutions from the corresponding NNs. Make a
final prediction by taking the weighted average ofthe k predictions.

In Step 4, each difference case in the Difference CB is given a score based on how
similar it is to diff(NN, Q), and how similar its gradient is to the query's. The
quality of the cases used in each difference case is also taken into account. In Step
5, robustness is improved by taking the weighted average of a number of
predictions. (The optimal value for k can be found using cross validation.)

Note that only one difference case is used for each prediction. Experiments have
shown that chaining together several difference cases to bridge a large gap between
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a query and its neighbour does not improve accuracy - the accumulated error from
combining several difference case solutions offsets the benefit of bridging the gap
more precisely.

We can illustrate this procedure by re-using the example from Section 2.1. For
simplicity, suppose n=1 and k=1 - only a single NN is retrieved and only a single
prediction made. With query Q = (numBedrooms=5, locationvl), housePrice is
predicted as follows:

1. Gradient at Q: (50000, 70000)

2. Query's NN: (numBedrooms=3, location=2, housePrice=£350,000)

3. Difference case for NN and Q: difJ(NN, Q) = (2, -1)

4. Best-matching difference case: (2,-1, 50000) with gradient (40000,65000)

5. Predicted housePrice for Q: £350,000 + £50,000 = £400,000

3.4 Advantages of Using Difference Cases for Regression

The advantages ofusing difference cases for regression are as follows:

• Adaptation knowledge is mined automatically from the CB, with no
additional expert knowledge needed.

• All problems (listed in Section 2.2) associated with regression rules are
avoided. Simple difference cases are used to solve new cases, with local
linear models indicating when they can be applied.

• The adaptation process itself uses CBR to store and retrieve difference
cases. Adaptation therefore integrates neatly into the CBR system, with
the same case representation and retrieval mechanisms used for both.

• The key advantage of using difference cases is that users can be provided
with an intelligible explanation for each prediction, allowing them to
judge the quality of the result for themselves. All predictions are made
using actual stored cases. Given a query Q, the following explanation can
accompany the predicted solution:
"Case A is very similar to Q and has solution x. The differences between
the two cases are (db d]l ...). A similar pair of cases, B and C, have
(almost) the same differences between them. The difference between their
solutions is d.. therefore the predicted solution for Q is x + ds:"

4. Experimental Analysis
The performance of difference cases on a regression task was evaluated using the
Boston Housing dataset from the DCI repository [9]. This dataset contains 506
instances, each with 13 numeric problem attributes and a numeric solution (house
price). All attributes were normalised to the range 0-1.

Two sets of experiments were performed. The first evaluated the performance of
the algorithm with different parameter settings. The second compared the
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performance of difference cases against that of standard machine learning
algorithms. All experiments used 10 x 10-fold cross-validation.

4.1 Experiment 1: Regression using Difference Cases

Three versions of the difference case regression algorithm were compared.

1. Difference cases only. The differences between a query and its NN were
bridged using the closest-matching difference case.

2. Difference cases + context information guiding their application:

a) Difference cases in close proximity to the query were preferred.
This is a simple approach to deciding where adaptation
knowledge can be reused - adaptation knowledge from the
neighbourhood of the query is always relevant.

b) Local linear models were used to choose the 'best' difference
cases (see Section 3).

3. Difference cases + context + weighted average. The weighted average of
predictions made by the best 5 difference cases was taken, where problem
solving context was provided by proximity to the query and by local linear
models.

Performance can be seen to improve as context is used to guide the application of
difference cases . Using linear models to guide the selection of difference cases can
also be seento produce better results thanusing proximity to the query.
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4.2 Experiment 2: Difference Cases vs. Standard Algorithms

The full difference case algorithm was compared with several standard regression
techniques. As can be seen, performance is comparable with the state-of-the-art
(represented by local linear modelling). As well as cutting-edge performance, the
difference case algorithm offers the advantage that predictions can be accompanied
by useful explanations (see Section 3.4). This makes it particularly suitable for use
in those domains where explanations are essential, e.g, the medical domain.
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5. Related Work

1-NN 3-NN Diflerence
cases

Knowledge-light approaches to learning adaptation knowledge are constrained by
the limited amount of knowledge contained in any case base, and by the fact that
adaptation often takes very different forms in different domains. Nevertheless, a
number of approaches to the introspective learning of adaptation knowledge have
been proposed.

Hanney & Keane [6] and McSherry [8] consider the problem oflearning adaptation
knowledge for regression. Hanney and Keane's approach is outlined in Section 2
in some detail. Differences between pairs of cases are captured in adaptation rules
which are then used to solve new cases. McSherry proposes using case differences
for adaptation in linear domains, a technique referred to as the 'difference
heuristic'. Both approaches suggest that the problem of interacting attributes could
be addressed by adding expert domain knowledge to the adaptation process.

Jarmulak et al. [10] and Wiratunga et al. [11] look at the introspective learning of
adaptation knowledge for a design task (tablet formulation). Case differences are
stored together with contextual information in 'adaptation cases' that contain
similar information to Hanney & Keane's adaptation rules. When solving new
problems, adaptation cases in close proximity to the query are preferred. Attribute
interactions and constraints are also mined automatically from the case base.

Previous research has recognised that case differences alone are often insufficient
for effective problem-solving; what is lacking is some way to determine where this
knowledge can usefully be applied. This paper proposes using local linear models
to guide the application ofcase differences.

6. Conclusion
Automatic generation of adaptation knowledge simplifies the construction and
maintenance of CBR systems. Learning adaptation knowledge from a case base is
problematic because it is often unclear whether adaptation knowledge from one
part of domain space can validly be used in another. This is a particular difficulty
in domains where attribute relevance varies throughout domain space.
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We have described a novel knowledge-light technique for performing regression
using CBR. No explicit expert knowledge is needed; all adaptation knowledge is
mined directly from the case base. This knowledge takes two forms: difference
cases that contain the differences between pairs of cases, and local linear models
that determine where difference cases may be applied. Early experiments suggest
that the technique performs well in real-world domains .

References

1. Aamodt A and Plaza E. Case-based reasoning : foundational issues,
methodological variations, and system approaches. AI Communications
1994,7(i):39-59

2. Leake D., Kinley A, and Wilson D. Learning to Improve Case Adaptation by
Introspective Reasoning and CBR. In: Proceedings of the First International
Conference on Case-Based Reasoning. Springer Verlag, 1995

3. Bartsch-Sperl B., Lenz M., and Hubner A Case-Based Reasoning: Survey
and Future Directions. In: Proceedings ofXPS-99, volume 1570 ofLNCS,
pp.67-89. Springer, 1999

4. Wilke W., Vollrath I., AlthoffK.-D, and Bergmann R. A framework for
learning adaptation knowledge based on knowledge light approaches. In
Proceedings of the 5th German Workshop on Case-Based Reasoning, 1997

5. Richter M. Introduction. In: Wess S., Lenz M., Bartsch-Sperl B., and H.D.
Burkhard H. D. (Eds.) Case-Based Reasoning Technology: From Foundations
to Applications, LNAI 1400. Springer, 1998

6. Hanney K. and Keane M. Learning Adaptation Rules from a Case-Base. In:
Proceedings of the Third European Workshop on Case-based Reasoning.
Springer Verlag, 1996

7. Atkeson C., Moore A, and Schaal S. Locally weighted learning. AI Review,
1996

8. McSherry D. An adaptation heuristic for case-based estimation. In:
Proceedings of the 4th European Workshop on Case-Based Reasoning.
Springer, 1998

9. Hettich S., Blake C.L., and Merz C.J. UCI Repository of machine learning
databases. University of California, Irvine, CA, 1998

10. Jarmulak J., Craw S., and Rowe R. Using Case-Base Data to Learn
Adaptation Knowledge for Design. In: Proceedings of the 17dt International
Conference on Artificial Intelligence. Morgan Kaufmann, 2001

11. Wiratunga N., Craw S., Rowe R. Learning to Adapt for Case-Based Design.
In: Proceedings of the 6dt European Conference on Case-Based Reasoning.
Springer, 2002



Formal Concept Analysis for Knowledge
Refinement in Case Based Reasoning *

Belen Diaz-Agudo, Marco A. Gomez-Martfn,
Pedro P. Gomez-Martfn and Pedro A. Gonzalez-Calero

Dep. Sistemas Informaticos y Programacion
Universidad Complutense de Madrid

Madrid, Spain
email: {belend.marcoa.pedrop.pedro}@sip.ucm.es

June 6,2005

Abstract

Case-based Reasoning (CBR) is a problem solving paradigm that uses
past exp eriences to solve new problems. Although CBR is supposed to
alleviate the problem of knowledge acquisition, knowledge is still required
to obtain the initial case base and to develop the processes of retrieving,
reusing, revising and retaining cases . In this paper we propose the use
of Formal Concept Analysis (FCA) to acquire and refine the knowledge
available in a CBR system. In particular, we show how FCA can help to
acquire indexing knowledge that supports the retrieval process, and also
the use of FCA to improve the quality of the case base by identifying lack
of coverage and biased combinations of case attributes.

1 Introduction

Case Based Reasoning (CBR) is a knowledge-light approach for building intel
ligent systems where, instead of explicit models of the domain, past experiences
are used to solve new problems. Although CBR is supposed to alleviate the
problem of knowledge acquisition, knowledge is still required to obtain the cases
and to develop the processes of retrieving, reusing, revising and retaining cases.

Formal Concept Analysis (FCA) is a method for data analysis, knowledge
representation and information management. It was invented by Rudolf Wille
[12) and applied in different domains, like psychology, medicine, linguistics and
computer sciences among others.

Our previous work has shown the use of Galois lattices and Formal Concept
Analysis to support CBR application designers in the task of organizing and
retrieving cases that are similar to the current query [3, 2). In this paper we
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propose the use of FCA as a maintenance technique to acquire and refine the
knowledge available in a CBR system. In particular, we are using FCA to find
coverage gaps in the case base, i.e., cases that are not currently available in the
case base but will be needed for future reasoning processes.

In Section 2 we briefly describe our previously described use of Galois lat
tices as structures to classify and retrieve cases. Section 3 describes the use
of FCA to improve the quality of the case base by identifying lack of coverage
and biased combinations of case attributes. After describing our proposal, in
Section 4 we exemplify it by a problem that we solve using CBR: an intel
ligent tutoring system call JV 2M to teach the compilation of object-oriented
languages. Finally, Section 5 concludes the paper.

2 FCA for Discovery Case Indexing
Knowledge

Case Based Reasoning is a well known AI technique that is applied to the de
velopment of knowledge based systems. CBR attempts to simulate the human
act of identifying and solving problems using analogy and remembering previ
ously solved cases. For example, an expert with several years of experience on
a given domain eventually gathers a great amount of known cases. Hence, for
a given situation, the expert knows possible solutions to be applied [8).

FCA is a mathematical approach to data analysis based on the lattice theory
of Garret Birkhoff [1) . We claim that Galois lattices and Formal Concept
Analysis are very adequate techniques to organize the case base and to support
CBR application designers in the task of discovering knowledge embedded in
the cases. FCA applied on a case library provides an internal sight of the
conceptual structure and allows finding patterns, regularities and exceptions
among the cases.

Our first approach was organizing the set of cases -case base- using a knowl
edge base of domain terminology. However, it is not an optimized structure to
effectively classify and retrieve cases. Instead, we get a linearly organized case
base that is travelled through whenever we need to retrieve a case. We compute
a numeric similarity measure to compare a new problem with every case stored
in the case base.

Ifwe want to improve the efficiency of the retrieval process, we could use the
domain knowledge concepts together with certain appropriate index concepts.
These index concepts aggregate characteristics and organize the case base . Ifwe
use a good index structure, that is predictive enough, we could substitute the
computational retrieval approach, based on numeric similarity computation,
by a representational retrieval approach, based on classifying the query on the
index structure to get the set of cases that are classified near it in the index
structure. Typically, index concepts are manually added by a domain expert
(this is the approach used for example in [11)). Instead we have used FCA
as an inductive technique that elicits knowledge embedded in a concrete case
library.



public void f () {
int aj

a = 3 + 5;
}

a) Case 1

public void f (int b) {
int a;
a = 3 + b;

}

b) Case 2
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public void feint b) {
int aj

if (b == 0) a = 4;
}

c) Case 3

Figure 1: Case Base Example

FCA provides a way to identify groupings of objects with shared properties.
FCA is especially well suited when we have to deal with a collection of items
described by properties. This is a clear characteristic of the case libraries where
there are cases described by features. Moreover the concept lattice resultant
from FCA application, can be used as a case organization structure. Then, we
propose the use of classification based retrieval over the conceptual structure
obtained applying FCA over the case base . Our approach to case organiza
tion and classification based retrieval over the FCA concept lattice was first
described in [3].

Formal Concepts resulting from FCA represent maximal groupings of cases
with shared properties, and for a given query, we can access all the cases that
share properties with the query at the same time so that they are grouped
under the same concept. The order between concepts allows structuring the
library according to the attributes describing the cases. The lower in the graph,
the more characteristics can be said about the cases; i.e, more general concepts
are higher up than more specific ones.

The dependency knowledge implicitly contained in the case base is also
captured during the FCA process in the form of dependency rules among the
attributes describing the cases. We propose the application of FCA as an
automatic technique to elicit the attribute co-appearance knowledge inside a
case library. Our approach is specially well suited in structured domains, that
are characterized by the fact that there is an intrinsic dependency between
certain elements in the domain. Considering these dependencies leads to better
performance of CBR systems and it is an important factor for determining the
relevance of the cases stored in a case base [10].

Case retrieval begins with an incremental query description process, where
the user provides with certain descriptors, while the system proposes other
properties by using the dependence rules captured during the FCA. When
completing the query by using the dependence rules, intuitively, what we are
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CompiiationElement Expression KJ-----{ AdditiveExpression

BooleanExpression

Figure 2: Java compilation elements

doing is to guide the user towards more specific and defined concepts in the
lattice. Note, this kind of retrieval over the lattice finds all the cases where
all the query descriptors appear, i.e, the cases retrieved as similar are those
with the greater number of characteristics shared with the query. After that,
we construct an individual with the query description, classify it in the lattice,
and retrieves individuals placed near it. We use a Description Logic system
whose recognition module automatically classifies the new individual in its cor
responding place in the lattice. All instances classified under the most specific
concept the query instance belongs to, are retrieved as similar.

The first retrieval step can be complemented with other knowledge intensive
CBR processes, including more sophisticated retrieval processes with numeric
similarity measures taking other attributes into account".

Let's see a simple example of the use of FCA to organize a case base .

2.1 A simple example of case indexing using FCA

Let's suppose a problem typically solved by teachers of future computer scien
tists: use CBR to generate a computer program using a case base of previously

1 Note that FCA could be applied over a subset of the case descriptors
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Table 1: Incidence Table

existing programs in the same programming language. To do that, we first
retrieve a similar case and then modify it according to the new requirements.

Just to illustrate the use of FCA for case indexing, let's start with the sim
ple case base having only three Java programs, listed in Figure 1. The domain
knowledge contains the terminology about structures of the Java language in
form of an ontology depicted in Figure 2. For example, Case 1 includes Local
Variable, AssignmentInstruction and AdditiveExpression elements. As it can be
extracted from the hierarchy showed in Figure 2, the case also includes the inter
nal concepts Variable, Instruction and Expression besides CompilationElement.
For simplicity, we will not consider this last element (CompilationElement) in
the rest of the paper.

To apply FCA, we interpret the case base as a formal context that is de
fined as a triple (G, M,I) where there are two sets G (of cases) and M (of
attributes or characteristics), and a binary (incidence) relation I ~ GxM, ex
pressing which attributes describe each case (or which cases are described using
a characteristic). Graphically, a context is usually described by a cross-table
(Tabl e 1). The application of FCA generates a lattice (Figure 3), that captures
formal concepts representing the co-appearance of characteristics shared by the
concrete cases. Each node in the Hasse diagram of Figure 3 represents a formal
concept of the context, and the ascending paths of line segments represent the
subconcept-superconcept relation.

Besides the hierarchical conceptual clustering of the cases, the concept lat
tice provides with a set of implications between attributes known as dependence
rules [3]. A dependence rule between two attribute sets (written M1 -+ M2,
where MI, M2 ~ M) means that any object having all attributes in M1 has
also all attributes in M2. We can read the dependence rules in the graph as
follows:

• Each line between nodes labelled with attributes means a dependence
rule between the attributes from the lower node to the upper one. For
example, from Figure 3 we extract, among others, rules {AdditiveExpr -+

Variable} and {AdditiveExpr -+ Expression} .

• When there are several attributes in the same label it means that there
is a co-appearance of all these attributes for all the cases in the sam-
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Figure 3: Lattice extracted from the formal context in Table 1

ple. For example, rules {IfInstruction -+ Boolean} and {Boolean -+

IfInstruction}.

Dependency knowledge is present in our daily life and it is specially interest
ing and useful in structured domains . Note that FCA is an inductive technique
and the dependency rules extracted are specific of a certain case base. It means
that we can not assure we have captured general domain dependencies, like
functional dependencies appearing during the design of a relational database.
Next section describes our approach about using the coappearance of attribute
values in the cases to help enriching the case base itself.

3 FCA for Knowledge Refinement in CBR

The main source of knowledge of a CBR system is located in the case base itself.
Previous section explains two knowledge resources that we obtain if we analyze
a certain case base using Formal Concept Analysis : an index lattice structure,
that is used to organize the case base and improve the efficiency of the retrieval
process, and a set of dependency implications, that we use to complement the
query representing a new problem that will be solved by the CBR system.

CBR is regarded to be a more appealing approach to Knowledge Based Sys
tem (KBS) development than the traditional rule based approach mainly due
to the more intuitive nature of cases as a knowledge representation and reason
ing formalism. For a long time the case base approach to KBS development
was seen as a possible solution to the knowledge acquisition and maintenance
problems associated with rule based systems. As the field of CBR has matured,
support has grown for the view that CBR has not alleviated these problems
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as hoped, but in many ways compounded them. It has become apparent that
as opposed to just the need to acquire domain (case) knowledge there is also a
need to acquire vocabulary knowledge, retrieval (similarity / indexing) knowl
edge, adaptation knowledge, and maintenance knowledge before a CBR system
can be regarded as fully operational. Domain experts are one resource for
the knowledge required for these containers; automated learning methods is
another.

In this paper, we propose a semi-automatic technique based on a comple
mentary use of FCA and domain expert supervision. Our approach facilitates
the initial acquisition of knowledge as well as its long-term maintenance as the
CBR system evolves within its environment.

Due to the fact that the case base constitutes the knowledge core of the CBR
system, it is extremely important to be able to assure its quality. We measure
the quality of a case base in terms of the number of cases, the coverage of the
problem domain. Quality also requires that the case base does not allow the
inference of implications that, being true for all the cases in the case base, are
not true in general.

In this section we explain a complementary use of FCA to refine a given
case base. Once the domain expert has created the system case base, FCA can
be used to refine it and to assure its quality. That is possible because FCA has
the capability of finding implication between attributes in the formal context.

Using the analysis of all these implications the author can check if they are
also valid in the universe of the problem domain. If the case base allows the
inference of implications that are not valid in the domain universe, then the
case base is biased, it has not enough quality and must be extended. Otherwise,
we will find the same bias in the kind of problems that this case base is able to
solve, or the kind of solutions it generates.

As an intuitive example suppose we are using a CBR system in a travel
agency to store all the travels it is offering. Previously we have used FCA to
automatically create index concepts such as "educative travel in summer" or
"t ravel with snorkel and riding activities" that can be used in computational
retrieval approach to improve the efficiency. This paper proposes a new use
of FCA. Lets assume the manager is interested in knowing if her catalogue is
complete enough. She could analise by herself all the travels in order to look for
carencies (in other words, lack of coverage in the case base). Instead of that, we
suggest the use of FCA to automatically infer implications in the case base. For
example, the system could indicate that all the travels where clients can ski are
in winter. Our manager would admit this implication. But if the system infers
that all the trips to Miami are in spring the manager could consider trying to
expand her catalogue.

The underlying process starts with a case base created by an expert. The
case base is converted to a formal context as is described in the previous section.
Using FCA we extract the dependency rules from the lattice. The domain
expert establishes whether these rules are correct in the universe or not. When
a dependency rule is incorrect, it means that additional cases has to be included
because there are attributes that appear somehow linked together in all the
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public void auxf 0 {
System. out .

print( "In auxf t }"}:
}
public void f 0 {

auxf () j

}

a) Case 4

public void f 0 {
if (this . age> 18)

System . out.
print( "Big boy '"} ;

}

c) Case 6

public void f (int a ) {
if (a > 0)

System . out .
print (" Positive") j

}

b) Case 5

public void birthday 0 {
age = age + 1;

}

d) Case 7

Figure 4: New cases created to eliminate wrong dependencies

cases even though that is not imposed by the domain.
If the expert decides that this invalid implication is not admissible in the

context of the CBR system, she must add a counterexample that breaks t he
implication. Usually, this new case will be created by the expert, though it is
also possible to generate it using the mechanism of adaptation included in the
CBR system when it is available.

The process finishes when all the dependency rules inferred from the formal
context are considered valid in the domain by the expert.

3.1 A simple example of case base refinement using FCA

To exemplify the process, we will describe the evolution of the simple case base
sketched in Section 2.1. In a real example the initial case base would have many
more cases, and FCA would not report so many invalid dependencies. We have
used the Java-based open source FCA Tool ConExp 2, that is able to calculate
the Duquenne-Guigues base of implications [6J .

Analysing the initial formal context from Table 1, ConExp infers that all
the cases contain Variable, LocalVariable, Instruction, AssignmentInstr and
Expression. Obviously this is not true in our domain. The expert is asked
about including a new case with no local variables (see Figure 4.a).

The new case includes Instruction and CallMethodInstr. However, as it
has no Variable attribute, the next invalid implication that ConExp reports is
the dependency between LocalVariable and Variable. So the expert also has
to create a program where the unique procedure to be execute has a parame
ter (see Figure 4.b) , and that has Instruction, CallMethodInstr, IfInstruction ,
Expression and BooleanExpr attributes.

2See http://sourceforge.net/projects/conexp
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From the new lattice, ConExpr extracts (among other things) the follow
ing dependence rules: {BooleanExpr -+ Variable; BooleanExpr -+ Parameter;
BooleanExpr -+ LocalVariable; BooleanExpr -+ Instruction ; BooleanExpr -+

AssignmentInstr; BooleanExpr -+ IfInstruction; BooleanExpr -+ Expression} .
Beginning with the first rule {BooleanExpr -+ Variable}, the expert confirms

it as true (as it is not very common to find boolean expressions without variables
as in "3 > 5"). However, the expert wants to eliminate the dependence between
BooleanExpr and Parameter. It stands because all cases with parameters have
also boolean expressions.

We introduce Case 6 (see Figure 4.c) to eliminate this dependency, adding
to the formal context the attribute Attribute that represents a field access in
the Java program (this .age) . As ConExp infers that this new concept always
appears with IfInstruction, the expert creates Case 7 (in Figure 4.d) to indicate
that the new concept can appear without it.

At this point, FCA induces that every case including Attribute also includes
Variable, Instruction and Expression. That is true in the domain, because:

• We consider that Attribute as a kind of Variable's (also LocalVble is a
Variable), as shown in Figure 2.

• All the cases have at least one instruction.

• All the field access are done through an expression.
The next incorrect dependency is {BooleanExpr -+ IfInstruction}, because all
the boolean expressions appear attached to if instructions. Nevertheless, we
will stop here, only sketching out the next step. The expert should break the
new relation adding a new program including, for example, a while instruction
(and its needed boolean expression) . The old dependency would be substituted
for two new ones ( {IfInstruction -+ BooleanExpr} and {WhileInstruction -+

BooleanExpr} ) that will be confirmed as correct.
The formal context with Cases 1-7 appears in Table 2 and the associated

lattice is shown in Figure 5.

4 JV2M: a case study
The examples used throughout the paper about Java source code are, actually,
cases used in JV2M [51, an Intelligent TUtoring System (ITS) that teaches the
compilation of object-oriented languages. Concretely, students must learn to
translate Java source code into object code , in other words, into code under
stood by the Java Virtual Machine (JVM).

The exercises of JV2M are stored in a case base, and are related to those
compilation concepts they teach. Exercises are created only with pedagogical
purposes, so most of them do not perform any concrete algorithm.

Instead of using a text-based user interface, the system provides with a 3D
virtual environment that creates a metaphorical simulation of the JVM . The
student is immersed in that learning environment and, instead of just write
down the resulting object code, she executes it in the simulated JVM where
she is enclosed. The learning environment is complemented with a pedagogical
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Case 4 • •
Case 5 • • • • • • •
Case 6 • • • • • • •
Case 7 • • • • • •

Table 2: Last formal context

agent [7, 9] called JAVY, a human-like figure that assists the student in the
learning process . Interaction is similar to a 3D-graphical adventure game that
tries to guarantee student motivation.

Each exercise is a complete Java program with a primary class that contains
the proper main function. Students have to execute the Java code starting in a
point marked by the author of the exercise. Using this approach, we allow the
system to teach basic concepts without forcing it to present advanced aspects,
for example a student learns how to use parameters of a function without using
the no so intuitive main parameters, or the method call instruction.

As can be deduced, JV2M uses the learning-by-doing approach of teaching.
Students are faced with more and more complex exercises . The system selects
the next exercise to practise depending on the user knowledge and tries to reach
a balance to avoid both boring and frustrating the student.

Exercises are authored by tutors (aka. "domain experts"), and recovered
from a case base. Each exercise is classified using concepts referring to Java
language structures as described in Section 2.1. Instead of having a "plain"
list of concepts, we have arranged them in a conceptual hierarchy, partially
sketched in Figure 2.

The learning-by-doing cycle starts with the pedagogical module. Using a
concrete pedagogical strategy, it decides which concepts the student should
practice next and the set of concepts she should not practice because she has
not the needed knowledge to understand them.

CBR retrieval uses these two set of concepts to get the most similar exercise .
In [4] we have described this CBR approach including an adaptation phase that
may change the exercise to make it teach a different set of concepts.

In this paper we have described two uses of FCA in CBR that can be applied
to the JV2M system: discovering case indexing knowledge (for optimizing the
recover phase) in Section 2; and case base refinement in Section 3.

Concerning the JV2M ITS exercises, FCA discovers two kinds of dependence
rules. The first group refers to the relation between the compilation concepts
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Figure 5: Lattice extracted from the formal context in Table 2

that we had, in fact, manually created in the ontology shown in Figure 2.
The second group if exemplified by a dependence rule such as {IfInstruction

-+ BooleanExpr} . It shows us that when an exercises has an if instruction, a
boolean expression always appears. This information should be used to teach
how to compile boolean expressions before teaching to compile if instructions.
Through this fact can be quite obvious for a human tutor, the important point
here is that this knowledge has been automatically extracted from the case
base (and, obviously, confirmed by an expert domain), so, in some way, FCA is
being used to extract a partial order that should be incorporated into the the
system to guide the pedagogical strategy which chooses the exercises. We are
remarking partial because there are concepts that cannot be order by FCA (for
example IfInstruction and WhileInstruction) and must be sort by an expert.

5 Conclusions and Future Work

CBR is a reasoning and learning paradigm that uses past experiences to solve
new problems. CBR is supposed to alleviate the problem of knowledge acqui
sition due to the more intuitive nature of cases as a knowledge representation
and reasoning formalism. However as the field of CBR has matured, it has been
claimed that it has not alleviated these problems as hoped, but in many ways
compounded them. It has become apparent that as opposed to just the need
to acquire domain (case) knowledge there is also a need to acquire vocabulary
knowledge, retrieval (similarity / indexing) knowledge, adaptation knowledge,
and maintenance knowledge before a CBR system can be regarded as fully
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operational. Domain experts are one resource for the knowledge required for
these containers automated learning methods another.

In this paper we go a bit further, and we have proposed a semi-automatic
technique based on a complementary use of FCA and domain expert supervi
sion. Our approach facilitates the initial acquisition of knowledge as well as its
long-term maintenance as the CBR system evolves within its environment.

Due to the fact that the case base constitutes the knowledge core of the CBR
system, it is extremely important to be able to assure its quality. We measure
the quality of a case base in terms of the number of cases, the coverage of the
problem domain. Quality also requires that the case base does not allow the
inference of implications that, being true for all the cases in the case base, are
not true in general.

If we analyze a certain case base using Formal Concept Analysis we obtain
two useful knowledge resources : an index lattice structure, that is used to orga
nize the case base and improve the efficiency of the retrieval process , and a set
of dependency implications, that we use to complement the query representing
a new problem that will be solved by the CBR system.

We have used FCA to acquire and refine the knowledge available in a CBR
system. FCA has been useful to acquire indexing knowledge that supports the
retrieval process, and to improve the quality of the case base by identifying lack
of coverage and biased combinations of case attributes.

Both uses have been exemplified in JV2M, an Intelligent Tutoring System
where students must learn to translate Java source code into object code, l.e.
into code understood by the Java Virtual Machine. As an additional benefit,
FCA has proven to be useful during the design of the pedagogical strategy of
an ITS. It extracts a partial order that should be incorporated into the the
system to guide the pedagogical strategy which chooses the exercises.

In [4] we described the CBR module of JV2M that receives a query with
a set of concepts Ci that the user needs to learn (or practise) , and a set of
concepts N k that should not be practised. The CBR system retrieves and
adapts the most similar exercise to satisfy the query requirements.

We would like to integrate -and compare- the approach described in this
paper, where there is an expert who is in charge of including new cases, with
the approach that we described in [4]. Instead of asking the expert to include
a new exercise because a certain dependency rule (for example, A - B) is
not satisfied, we could generate the query "practise A but not E" , and let the
automatic adaptation do the job.

As the next future work we aim to give tool support to FCA in jCOLIBRI3
an object-oriented framework in Java to build CBR systems.
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Abstract

Recently we presented a novel approach to the discovery of
recommendation rules from a product case base that take account
of all features of a recommended product, including those with
respect to which the user's preferences are unknown. In this
paper, we investigate the potential role of default preferences in
the discovery of recommendation rules. As we show in the
domain of digital cameras, the potential benefits include a
dramatic reduction in the effective length of the discovered rules
and increased coverage of queries representing the user's
personal preferences. Another important finding of the research
presented is that in a recommender system that takes account of
default preferences, many of the products in the case base may
never be recommended.

1 Introduction

In case-based reasoning (CBR) approaches to product recommendation, product
descriptions are stored in a case base and retrieved in response to a query
representing the user's preferences. An advantage of NN retrieval, the standard
CBR approach, is the ability to recommend the product that is most similar to the
user's query if there is no product that exactly matches her requirements [1]. In
common with other approaches, however, NN retrieval is potentially unreliable
when applied to incomplete queries because of its failure to take account of all
features of a recommended product that may affect its acceptability [2]. For
example, a property recommended to a user looking for a four bedroom, detached
property may exactly match the user's known requirements but not be acceptable
because of its location. Of course, one might argue that the user should have
specified a preferred location. However, incomplete queries are common in
practice, and the reliability of recommendations that simply ignore any features
that are not mentioned in the user's query is open to question.

Aiming to improve the reliability of recommendations based on incomplete
queries, we recently presented an algorithm for the discovery of recommendation
rules that take account of all features of a recommended product, including those
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with respect to which the user's preferences are unknown [2]. We will refer to the
rules discovered by our algorithm as dominance rules. In the following definition,
most-similar(Q) is the set of cases that are most similar to a given query Q. We say
that a given query Q* is an extension of another query Q, or that Q is a sub-query
of Q*, if Q* includes all the preferences in Q. We denote this by writing Q ~ Q*.

Definition 1. For any case C and query Q, we say that Q -. C is a dominance rule
ifmost-similar(Q*) = {C} for all extensions Q* ofQ.

Dominance rules are more reliable than decision-tree approaches and NN
retrieval when applied to incomplete queries in that no competing case can equal
the similarity of a recommended case regardless of the user's unknown preferences.
The output produced by our algorithm is a set of dominance rules that require
minimal information for their application in Rubric, an algorithm for rule-Qased
retrieval of recommended £ases [2]. Given a target query, Rubric checks through
the available rules and retrieves the case recommended by the first rule that covers
the target query. A dominance rule Q -. C covers any query Q* such that Q ~ Q*.
In the absence of a rule that covers the target query, Rubric may be forced to
abstain from making a recommendation. However, our rule-based approach is
intended to complement rather than replace existing approaches to retrieval in
CBR recommender systems. For example, it can be combined with NN retrieval of
a less strongly recommended case if none of the available dominance rules covers
the user's known requirements.

In other recent work, we have argued that CBR recommender systems stand to
benefit in terms of recommendation efficiency by taking account of default
preferences in the recommendation process [3]. In a recommender system for
personal computers (PCs), for example, it is reasonable to assume that most users
would prefer to maximise processor speed, memory, and hard disk size, while
minimising price. It should therefore be necessary to ask the user only about her
personal preferences with respect to attributes such as make, PC type (e.g., laptop)
and screen size. Avoiding unnecessary questions may also be beneficial in tenns of
solution quality, as providing preferred values for attributes like processor speed
may require technical knowledge that the user is lacking.

In this paper, we investigate the potential role of default preferences in
recommendation knowledge discovery. As we demonstrate in the domain of digital
cameras, the potential benefits include a dramatic reduction in the effective length
of the discovered rules and increased coverage of queries representing the user's
personal preferences. Another important finding of the research presented is that
when account is taken of default preferences in NN retrieval, many of the cases in
a product case base may never be recommended.

In Section 2, we use a well-known case base in the digital camera domain to
demonstrate our approach to the discovery of dominance rules. In Section 3, we
present our approach to incorporating default preferences in NN retrieval and
examine the effects on the recommendability of cases in a product case base. In
Section 4, we show how our algorithm for dominance rule discovery can be
modified to take account of default preferences and investigate the potential
benefits in terms of rule length and coverage. Related work is discussed in Section
5, and our conclusions are presented in Section 6.
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2 Rule Discovery in Cognisance

The recommendation rules targeted by Cognisance , our algorithm for
recommendation knowledge discovery, are dominance rules of the form Q ---+ C,
where Q is a query representing a list of preferred product features, and C is the
case that will be retrieved in response to Q. Following a brief discussion of the
roles of similarity and case dominance in the discovery process, we examine the
results produced by our algorithm when applied to a well-known case base in the
domain of digital cameras.

2.1 Similarity Measures

Given a query Q over a subset AQ of the case attributes A, we define the similarity
of any case Cto Q to be:

Sim(C, Q) = L wasima(C,Q) (1)
aE~

where for each a E A, W a is the importance weight assigned to a, and sima(C, Q) is
a local measure of the similarity of 1tO<C), the value of a in C, to 1ta(Q), the
preferred value of a. When showing actual similarity scores, we will divide
Sim(C, Q) by the sum of all the importance.weights to give a normalised similarity
score. As usual in practice, we assume that for all a E A, 0 :s simO<x, y) :s 1 and
sima(x , y ) = 1 if and only if x = y . We also assume that for all a E A, the distance
measure 1 - sima satisfies the triangle inequality.

As often in practice, we define the similarity of a given case C to a query Q
with respect to a numeric attribute a to be :

sima (C, Q) =I_I1ta (C) -1t~ (Q)I
max(a)-mm(a)

where, for example, max(a) is the maximum value of a in the case base.

2.2 Case Dominance

(2)

An important role in our approach to the discovery of dominance rules is played by
the concept of case dominance [4]. It can be seen from the following definition
that Q ---+ C is a dominance rule if and only if C dominates all other cases with
respect to Q.

Definition 2. A given case C1 dominates another case Cz with respect to a query
Q ijSim(CJ, Q*) > Sim(Cz, Q*)for all extensions Q* ofQ.

McSherry [4] uses the triangle inequality to show that a given case C1 dominates
another case Cz with respect to a query Q if and only if:

Sim(CI>Q) - Sim(C2,Q) > L wa(l -sima(Q,C2» (3)
a EA-AQ
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The cases dominated by a given case with respect to an incomplete query can
thus be determined with a computational effort that increases only linearly with the
size of the case base .

2.3 Discovery Algorithm

Given a target case C, our algorithm for dominance rule discovery (Figure 1)
focuses on the discovery of all maximally general dominance rules Q~ C such
that Q <;;;;; description(C); that is, Q is a subset of the features that describe the
product represented by C. A dominance rule Q~ C is maximally general (MG) if
there is no proper sub-query QO of Q such that QO ~ C is also a dominance rule.
Given a query Q over a subset AQ of the case attributes A, we refer to IAQI as the
length of the query. The length ofa dominance rule is the length of the query on its
left-hand side (LHS) .

By focusing on MG dominance rules, we aim to maximise coverage of the
product space provided by the discovered rules. Restricting our attention to
dominance rules Q ~ C such that Q <;;;;; description(C) greatly reduces the
complexity of the discovery process. As we have shown in previous work , this
cannot result in failure to discover dominance rules of the shortest possible length
for a given target case [2].

algorithm Cognisance(C, Candidates)
begin

Rules +- <I>

while ICandidatesI> 0 do
begin

QI +- first(Candidates)
Deletions +- {QI}
if C dominates all other cases with respect to QI
then begin

Rules +- Rules u {QI~ C}
for all Q2 E rest(Candidates) do
begin

ifQI <;;;;; Q2
then Deletions +- Deletions u {Q2}

end
end

Candidates +- Candidates - Deletions
end
return Rules

end

Figure 1. Algorithm for the discovery of all MG dominance rules Q -4 C
for a target case C such that Qs;;; description(C)
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In Figure 1, C is the target case and Candidates is a list of all queries Q, in
order of increasing length, such that Q ~ description(C). Each such query is a
candidate to appear on the LHS of a discovered dominance rule for C. For any
candidate query QI such that C dominates all other cases with respect to Q"
Cognisance adds Ql ---+ C to the list of discovered rules and eliminates all
candidate queries Qz such that QI ~ Qz from the remaining list of candidate
queries.

It is worth noting that a dominance rule Qz ---+ C is excluded by Cognisance
only if it has already discovered a dominance rule QI ---+ C such that QI ~ Qz. As
any query covered by Qz ---+ C is also covered by QI ---+ C, the exclusion of Qz ---+ C
causes no loss of coverage in Rubric. The worst-case complexity of applying
Cognisance to all n cases in a product case library with k attributes is O(k x nZ x
2k

) if n 2:2k
• If n < 2\ the worst-case complexity is O(k x n x 2~.

2.4 The Digital Camera Case Base

The example case base that we use to demonstrate the discovery process in
Cognisance is McCarthy et al .'s [5] digital camera (DC) case base, which contains
the descriptions of over 200 digital cameras. Case attributes and weights assigned
to them in our experiments are make (9), price (8), format (7), resolution (6),
optical zoom (5), digital zoom (1), weight (4), storage type (2), and memory (3).

One of the dominance rules discovered by Cognisance in the DC case base is:

Rule I: if make = toshiba and format = ultra compact and optical zoom = 3 then Case 20 I

The description of Case 201 .in terms of make, price, format, resolution, optical
zoom, digital zoom, weight, storage type, and memory is:

Case 201: toshiba, 219, ultra compact, 3.14, 3, 2, 205, SDIMMC Card, 8 (0.47)

Its similarity to the query on the LHS of Rule 1, shown in brackets, is 0.47. Note
that normalisation by the sum of all the importance weights means that the
maximum similarity of 1.0 is achievable only by a full-length query involving all
the attributes in the case base.

The next most similar case to the query on the LHS ofRule 1 is:

Case 202: toshiba, 144, ultra compact, 1.92,0,4,180, SDIMMC Card, 8 (0.43)

Given that Case 202 is considerably cheaper and lighter than Case 201, and has
more digital zoom, it might be considered that if the user's preferences with
respect to these attributes were known then Case 202 could prove to be a better
match for the user's requirements than Case 201. However, as Rule 1 is a
dominance rule, Case 202 can never equal the similarity of Case 201 to a query
that includes the preferences make = toshiba, format = ultra compact, and optical
zoom = 3 regardless of the user's preferences with respect to price, resolution,
digital zoom, weight, storage type, or memory.

For example, suppose the query on the LHS of Rule 1 is extended to include
the additional preferences:
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price = 144, digital zoom = 4, weight = 180

Although Case 202 exactly matches these additional preferences, its similarity to
the extended query is only 0.72, while the similarity of Case 201 to the extended
query is 0.75.

We now examine the overall behaviour of our rule discovery algorithm on the
DC case base. Of particular interest is the length of the discovered rules, as the
length of a discovered dominance rule determines the coverage it provides and the
number of attributes for which the user's preferences must be known for a reliable
recommendation to be made . Also of interest is the number of dominance rules
discovered for each case, as this may have an important bearing on the
effectiveness of rule-based retrieval of recommended cases in terms of coverage,
memory requirements and computational efficiency.

A total of 753 dominance rules, ranging in length from 3 to 8, were discovered
by Cognisance in the DC case base . The average length of the discovered rules
was 5.3. Figure 2 shows the cumulative relative frequencies of the discovered rule
lengths. For each rule length from 1 to 9, it shows the percentage of discovered
rules with less than or equal to that number of conditions. Rule lengths in the range
from 3 to 5 can be seen to account for more than 50% of the discovered rules . The
maximum observed rule length of 8 occurred in less than 2% of the discovered
rules.

The discovered dominance rules provide clear benefits in terms of reducing the
number of attributes whose preferred values must be known for a reliable
recommendation to be made , with reductions in query length of up to 67%, and
41% on average, relative to full-length queries involving all 9 attributes in the case
base.
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Figure 2. Cumulative relative frequencies of discovered rule lengths in the DC case base

Figure 3 shows the relative frequency ofeach rule-set size among the 210 cases
in the DC case base. We have shown in previous work [2] that the size of the
discovered rule set for any case in a case base with k attributes can never be more

than k CLk I2J' where Lkl2J is the integer part of kl2. For a case base with 9 attributes
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like the DC case base, the maximum possible rule-set size is 9C4 = 126. However,

the discovered rule-set sizes are much smaller than this for all cases in the DC case
base. The rule-set sizes that occur most frequently are 1,2, and 3 while the average
rule-set size over all cases is 3.6. The maximum rule-set size of 13 was observed
for only one of the 210 cases in the case base.
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Figure 3. Numbers of discovered dominance rules for cases in the DC case base

2.5 Discussion

Our results on the DC case base clearly show the benefits of recommendation
knowledge discovery in terms of enabling reliable recommendations to be made in
the absence of complete information about the user's preferences. For example, a
reliable recommendation may be possible even when the user's preferences are
known for as few as 3 attributes as shown by the discovered rule:

Rule I : if make =toshiba and format =ultra compact and optical zoom =3 then Case 20 I

However, the fact that most of the attributes in the DC case base are numeric
limits the coverage that the discovered rules can provide. Though greatly reducing
the complexity of the discovery process, our focus on dominance rules Q --+ C
such that Q s;; description(C) means that the preferred value of each attribute in a
discovered rule must be its value in the recommended case. While this makes good
sense for nominal and discrete attributes, preferences expressed in terms of exact
values of numeric attributes (e.g., price = 245) make the discovered rules seem
unnatural as well as limiting the coverage they can provide. In the following
section, we examine the potential role of default preferences with respect to
numeric attributes in addressing this issue.
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3 Default Preferences for Numeric Attributes

In CBR recommender systems, a common approach to assessing the similarity of a
retrieved case with respect to a numeric attribute is one in which (a) the user is
asked to specify a preferred value and (b) values that are closest to the preferred
value receive the highest similarity scores (as in Equation 2). While this makes
good sense for attributes such as screen size in the PC domain, the idea that a user
who specifies £500 as an "ideal" price would prefer to pay £510 than £480 seems
unrealistic.

Instead, attributes whose values most users would prefer to maximise or
minimise are sometimes treated as more-is-better (MIB) or less-is-better (LIB)
attributes in the retrieval process [1,6-7]. However, there may be no benefit in
terms of recommendation efficiency; for example, it is typical for a preferred
minimum to be elicited for a MIB attribute, and for the highest similarity score to
be assigned to any value that is above the preferred minimum. In previous work,
we have questioned whether it is realistic to treat all values of a MIB attribute that
are above the preferred minimum as if they are equally preferred [7]. Another
problem is that the attribute's discriminating power may be greatly reduced if the
user chooses a "modest" value that is exceeded by most cases.

In more recent work, we presented an approach to retrieval based on default
preferences in which there is no need for preferred values to be elicited for LIB or
MIB attributes [3]. Instead, the preferred value of a LIB attribute is assumed to be
the lowest value of the attribute in the case base, while the preferred value of a
MIB attribute is assumed to be the highest value. The preferred values of any MIB
and LIB attributes, together with default preferences for any nominal or discrete
attributes with values most users can be assumed to prefer, are represented in a
default query which we denote by QD.

In the DC case base, for example, it is reasonable to assume that most users
would prefer to minimise price and weight while maximising memory, resolution,
optical zoom, and digital zoom. So our default query includes default preferences
for price (106 euro), memory (64 Mb), resolution (13.7 mega-pixels), optical zoom
(LOx), digital zoom (Sx), and weight (100 gm). For example, 106 euro is the
minimum price in the case base, while 64 Mb is the maximum memory. However,
as no assumptions can reasonably be made about the preferred make, format, or
storage type, these attributes do not appear in the default query.

In the case of a LIB or MIB attribute, there is now no need for a preferred
value to be elicited from the user as a preferred value is provided in the default
query. For example, it follows from Equation 2 that for any case C and LIB
attribute a:

. (C Q) 1 rta(C)-min(a) max(a)-rta(C)
SIma ' D = - =

max(a) - min(a) max(a) - min(a)
(4)

Our approach to retrieval based on default preferences can be used to
complement existing recommendation strategies in various ways [3]. For example,
initially presenting the case that is most similar to the default query may be
beneficial in critiquing approaches to navigation of complex product spaces [5, 8
9], particularly when the user declines to enter an initial query. In NN retrieval, the
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default query can be combined with a query representing the user 's personal
preferences with respect to attributes for which default preferences are not defined.

In the latter approach, which we refer to as NN retrieval with default
preferences, any query Q can be written in the form:

(5)

where QD is the default query and QE is the query entered by the user. With default
preferences for six of the nine attributes in the digital camera case base, an
obvious benefit is a 67% reduction in query length relative to full-length queries in
which the user is required to specify preferred values for all attributes in the case
base.

In the following section, we investigate the potential benefits of default
preferences in recommendation knowledge discovery. Before concluding this
section, however, we examine an interesting phenomenon that arises from the use
of default preferences in NN retrieval and also has important implications in the
discovery of recommendation knowledge. As we now show, taking account of
default preferences may mean that some of the cases in a product case base can
never be recommended.

Proposition 1. In NN retrieval with default preferences, a given case Cz can never
be recommended if there is another case C\ such that C\ dominates Cz with respect
to the default query QD.

Proof. In NN retrieval with default preferences , every query Q is an extension of
QD, the default query. It follows that if C. dominates Cz with respect to QD, then
Sim(C.. Q) > Sim(Cz, Q) for any query Q. Thus Cz can never be recommended.

In general, the number of cases dominated by another case with respect to the
default query is likely to depend on the size of the case base, the number of
attributes for which default preferences are defined, and the importance weights
assigned to them. However, as we now show in the digital camera domain, it is
possible that only a minority of the cases in a product case base can ever be
recommended when account is taken of default preferences.

In fact, only 56 of the 210 cases the DC case base can ever be recommended in
NN retrieval with default preferences for 6 of the 9 attributes as represented in the
default query:

QD = {price = 106, memory = 64, resolution = 13.7, optical zoom = 10,
digital zoom = 8, weight =100}

One case that can never be recommended is:

Case 202: toshiba, 144, ultra compact, 1.92,0,4,180, SD/MMC Card, 8 (0.29)

The reason is that Case 202 is dominated with respect to the default query by
another camera of the same make:

Case 201: toshiba, 219, ultra compact, 3.14, 3, 2, 205, SD/MMC Card, 8 (0.33)

The similarities of the two cases to the default query are shown in brackets.
That Case 202 is dominated by Case 20I can be seen from the fact that it is less
similar to the default query than Case 20I, and has the same make, format and
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storage type as Case 201. As the two cases must benefit equally in terms of
similarity from any extension of the default query, Case 202 can never equal the
similarity of Case 201 regardless of the user's personal preferences with respect to
make, format, or storage type.

Of course, it is possible that Case 202 may be more acceptable to the user than
Case 201, for example because of its lower price. The fact that the most similar
case may not be the one that is most acceptable to the user is recognised, for
example, in the k-NN strategy of recommending the k cases that are most similar to
the user 's query. This is an issue we will return to in our discussion of related work
in Section 5.

4 Default Preferences in Cognisance

In this section, we examine the potential benefits of default preferences in the
discovery of recommendation knowledge. Again we use the DC case base [5] to
illustrate the approach, with default preferences as represented in the default query:

QD = {price = 106, memory =64, resolution = 13.7, optical zoom = 10,
digital zoom = 8, weight =IOO}

Only a minor change in the input to our discovery algorithm (Figure 1) is
needed to ensure that account is taken of default preferences in the discovery
process . In the dominance rules Q -+ C now targeted by our algorithm, Q includes
the default preferences in QDas assumptions rather than conditions that mayor
may not be satisfied. Although it no longer makes sense to insist that Q ~

description( C), we can ensure that Q - QD ~ description(C).
Thus given a target case C, the set of candidate queries in Cognisance now

consists of all queries Q = QD U QE such that QE ~ description(C). An important

point to note is that the number of candidate queries is reduced from 21A1 to

2IAHADI, where A is the set of all case attributes and AD is the set of attributes for
which default preferences are defined. With default preferences for 6 of the 9
attributes in the DC case base, the number of candidate queries is reduced from
512 to 8, which amounts to a dramatic reduction in the complexity of the discovery
process.

Another important benefit is a reduction in the effective length of the
discovered rules. As all the discovered rules include the default preferences, they
need not be explicitly stated in a discovered rule. With default preferences omitted,
the maximum possible length of a discovered rule is reduced to IAI -IADI. In the DC
case base, the maximum rule length is 9 - 6 = 3.

As before, the list of candidate queries is processed by Cognisance in order of
increasing length, thus ensuring that the discovered dominance rules are maximally
general with respect to the attributes in A - AD. Figure 4 shows the candidate
queries in Cognisance with the following case from the DC case library as the
target case:

Case 29: scny, 336, compact, 5, 3,4,236, memory stick, 32
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As might be expected, Case 29 cannot be reliably recommended without
knowing the preferred make and format . The first (and only) dominance rule for
Case 29 discovered by Cognisance is therefore:

Rule 2: if make = sony and format = compact then Case 29

Following the elimination of the underlined query in Figure 4, no further
dominance rules are discovered for Case 29.

Qn u {sony. compact, memory stick}

Qn u {sony, compact} QD u {sony, memory stick} QD u {compact, memory stick}

QDU {sony} QD u {compact} QD u {memory stick}

QD

Figure 4. Dominance rule discovery for Case 29 in the DC case base

As we saw in Section 3, a case that is dominated with respect to the default
query can never be recommended in NN retrieval with default preferences. As we
now show, no rules can be discovered for such a case in our approach to
dominance rule discovery,

Proposition 2. Ifa given case Cz is dominated by another case C1 with respect to
the default query QD, there can be no dominance rule Q-+ CZsuch that QD S;;;; Q.

Proof. If C1 dominates Cz with respect to QD, then Sim(Cl s Q) > Sim(Cz, Q) for
any query Q such that QD S;;;; Q. Thus Q -+ Cz cannot be a dominance rule, as this
would imply that Sim( CZ, Q) > Sim( C.. Q),

As noted in Section 3, all but 56 of the 210 cases in the DC case base are
dominated with respect to the default query. As confirmed by the results obtained
when Cognisance is applied to the DC case base with each case in tum as the
target case, this means that dominance rules can be discovered for only 56 cases
when account is taken of default preferences. Another interesting feature of the
results is that for all but one of the 56 non-dominated cases, only a single rule
dominance rule was discovered. The only exception was a case for which two rules
were discovered.

One of the 57 discovered rules is:

Rule 3: if make =toshiba and format =ultra compact then Case 20I

According to Rule 3, Case 201 can be recommended to any user seeking an ultra
compact Toshiba camera. It is interesting to compare Rule 3 with a rule discovered
by Cognisance without the benefit of default preferences :
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Rule I: if make = toshiba and format = ultra compact and optical zoom = 3 then Case 20 I

In Rule 3, there is no need for a preferred optical zoom to be specified as the
preferred optical zoom is assumed to be lOx, the highest available in the case base .

Figure 5 shows the lengths of the dominance rules discovered by Cognisance
with and without default preferences in the DC case base. Average rule length with
default preferences is only 2.5 compared to 5.3 without default preferences . Also,
the smallest rule length of 3 without default preferences is the maximum rule
length with default preferences . On the other hand, none of the discovered rules
has fewer than two conditions even when account is taken of default preferences.
Interestingly, all but one of the 57 discovered rules include a preferred make and
format in their conditions . This is perhaps not surprising, as it seems unlikely that a
reliable recommendation could be made in practice without knowing the user's
personal preferences with respect to make and format.

D Max . Avg DMin

9.------------------,
8

.c 7
0, 6
lii 5

..J 4
CD
'3 3
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1
0 +-.......-

Without CPs With CPs

Figure 5. Lengths of discovered dominance rules with and without default
preferences (DPs) in the DC case library

We now examine the effects of default preferences on coverage of queries
representing the user's personal preferences. As there are 15 different makes, 6
possible formats, and 7 storage types in the DC case base, the number of possible
queries involving one or more of these attributes (and no other attributes), is:

(l5+1)x(6+1)x(7+1) - 1 = 895

Of course, many of the possible queries may be unrealistic, for example because a
given storage type is not available for a given make of camera. Nevertheless, the
57 rules discovered by Cognisance cover 29% of the 895 possible queries. In
contrast, the 753 rules discovered by Cognisance without the benefit of default
preferences cover only 2 of the 895 possible queries representing the user's
personal preferences with respect to make, format, and storage type.
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5 Related Work

In any approach to the retrieval of recommended cases, more than a single
recommendation cycle may be necessary to identify a case that is acceptable to the
user. In future work, we plan to investigate the potential benefits of combining
rule-based retrieval with techniques for extending recommendation dialogues
beyond an initially unsuccessful recommendation such as critiquing [5,7-9] or
referral of the user's query to other recommender agents [10].

Recent work by McSherry [11] provides a different perspective on
recommendation rule discovery in which the discovered rules are used to describe
the behaviour of an existing recommender system in localised areas of the product
space. For example, the discovered rules can be used to identify conditions in
which a given product will be recommended by the system, or regions of the
product space that are sparsely represented. However, there is no discussion of
their possible use for rule-based retrieval of recommended products.

One example of the use of default preferences to reduce the length of
recommendation dialogues is Linden et al.' s [9] Automated Travel Assistant, a
flight recommender that interactively builds flight itineraries from real-time airline
information. However, retrieval is not based on similarity, and there is no
evaluation of the impact of default preferences on recommendation efficiency.
Default preferences can also play an important role in enabling recommender
systems to explain their recommendations. In Shimazu's ExpertClerk [12],
explanations of why the system is proposing two contrasting products are based on
assumed preferences with respect to attributes not mentioned in the user's query.
Similarly, McSherry's [7] First Case can explain why one case is more strongly
recommended than another by highlighting the benefits it offers.

6 Conclusions

Improving the reliability of CBR recommendations based on incomplete queries is
the goal that motivates our approach to the discovery of recommendation rules that
take account of all features of a recommended case, including those with respect to
which the user's preferences are unknown. The discovered dominance rules are
provably reliable and non-conflicting while requiring minimal information for their
application in a rule-based approach to the retrieval of recommended cases [2]. We
have focused in this paper on the role of default preferences in dominance rule
discovery. As we have shown in the domain of digital cameras, the potential
benefits include a dramatic reduction in the length of the discovered rules and
increased coverage ofqueries representing the user's personal preferences.

Another potential benefit is a reduction in the complexity of the rule discovery
process that is likely to be of particular importance in product case bases with large
numbers of attributes and/or cases. We have also shown that many of the cases in a
product case base may never be recommended when account is taken of default
preferences, a result that applies equally to rule-based and NN retrieval. In future
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research , we propose to investigate the wider implications of this important result ,
for example in the context of case-base maintenance.

Acknowledgement. Thanks to Kevin McCarthy and his co-authors for providing
the digital camera case base [5] used to illustrate the ideas presented in this paper.
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use of this structure can significantly reduce the cost of determining the
frequent sets.

In this paper we describe two algorithms for completing the calcula
tion of frequent sets using an interim-support tree. These algorithms are
improved versions of earlier algorithms described in the above mentioned
work and in a consequent paper [7]. The first of our new algorithms
(TTF) differs from its ancestor in that it uses a novel tree pruning tech
nique, based on the notion of (fixed-prefix) potential inclusion, which is
specially designed for trees that are implemented using only two point
ers per node. This allows to implement the interim-support tree in a
space efficient manner. The second algorithm (PTF) explores the idea of
storing the frequent itemsets in a second tree structure, ca lled the total
support tree (T-tree) ; the improvement lies in the use of multiple point
ers per node which provides rapid access to the nodes of the T-tree a nd
makes it possible to design a new , usually faster , method for updating
them.

Experimental comparison shows that these improvements result in
considerable speedup for both algorithms. Further comparison between
the two improved algorithms, shows that PTF is generally fast er on in
stances with a large number of frequent itemsets, while TTF is more
appropriate whenever this number is small; in addition, TTF behaves
quite well on instances in which the densities of the items of the database
have a high variance.

1 Introduction

An important data mining task initiated in [21 is the discovery of association
rules over huge listings of sales data, also known as basket data . This task
initially involves the extraction of frequent sets of items from a database of
transactions, i.e. from a collection of sets of such items. The number of times
that an itemset appears in transactions of the database is called its support. The
minimum support an itemset must have in order to be considered as frequent is
called the support threshold, a nonnegative integer denoted by t. The support
of an association rule A ==> B, where A and B are sets of items, is th e
support of the set A U B . The confidence of rule A ==> B is equal to
support(A U B)/support(A) and represents the fraction of transactions that
contain B among transactions that contain A.

Association Rule Mining, in general , involves the extraction from a database
of all rules that reach some required thresholds of support and confidence.
The major part of this task is the discovery of the frequent itemsets: once
the support of all these sets has been counted, determining the confidence of
possible rules is trivial. Of course, there is no polynomial-time algorithm for
this problem since the number of possible itemsets is exponential in the number
of items. This problem has motivated a continuing search for effective heuristics
for finding frequent itemsets and their support .

The best-known algorithm, from which most others are derived , is Aprion
[4] . Apriori performs repeated passes of the database, successively counting the
support for single items, pairs, triples, etc .. At the end of each pass, itemsets
that fail to reach the support threshold are eliminated, and candidate itemsets
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for th e next pass are const ructed as supersets of the remaining frequent sets.
As no freque nt set can ha ve an infrequent subset , t his heuri sti c ensur es t hat all
sets t hat may be frequent are conside red . The algorit hm te rminates when no
furt her can didates can be cons t ructed .

Apriori remains potentially very costly because of its mult iple database
passes and , especia lly, t he possibl e large number of candidates in some passes.
At tempts to redu ce th e scale of the problem include methods that begin by
partit ioning [11) or sampling [12) the data, and those that attempt to identify
maximal frequent sets [5] or closed frequent sets [13) from which all others can
be derived. A number of researchers have made use of set-enum eration tree
st ructures to organi se candidates for more efficient count ing. The FP-growth
algorit hm of Han et al. [10] counts frequ ent sets using a structure, the FP-tree ,
in which tr ee nod es represen t individual items and branches represent itemsets .
FP-growth redu ces the cost of support-counting because branches of the tree
th at are subsets of more t han one it emset need only be counted once . In
contemporaneous work , we have also employed set-enumeration tree structures
to exploit this property. Ou r appro ach begins by constructing a tree, the P
t ree, [9, 8], which contains an incomplet e summation of the support of sets
found in th e data . The P-tree, described in more detail below , shares the same
performan ce advantage of th e FP-tree but is a more compact structure. Resul ts
presented in [7] demonstrate t hat algorit hms emp loying the P-tree can achieve
comparable or supe rior speed to FP-growth, with lower memory requirements.

Unlike t he FP-tree, which was developed sp ecifically to facilitate the FP
growt h algorithm, t he P-tree is a generic structure which can be th e basis of
many possib le algorithms for complet ing the summation of frequent sets. In
thi s pap er we describe and compa re two algorit hms for this purpose, namely:

1. The T-Tree-First ( T TF) algorithm.

2. The P -Tree-First (PTF) algorit hm.

Both algorithms make use of the incomplete summation contained in the P-tree
to construct a second set-enumera tio n tree, the T -tree, which finally contains
frequ ent itemsets toget her wit h t heir to tal support . The algorithms differ in
the way they compute the total support : algorithm T -Tree-First iterates over
the nodes of T -tree, an d for each of them it t raverses the P-tree; algorithm
P-Tr ee-First st ar ts by traversing the P-tree and for each node that it visits , it
updates all relevant nod es at the cur rent level of the T -tree.

TTF and PTF are improved versions of known algorithms, described in
[9] and [7] respectively. Here we will refer to t hem as TTF-old and PTF-old
respectively (note however that PTF-old was called Apriori-TFP in [7)).

The cont ribut ion of this work lies in the introduction of techniques that can
considera bly acce lera te the pr ocess of comput ing frequent itemsets . In partic
ular, t he main improvement in t he first of our algorithms (TTF) is a novel tree
pruning technique , based on the notion of fixed-prefix potential inclusion, which
is specia lly designed for trees th at are implemented using only two pointers per
node. This allows to impl ement the interim-support tree in a space efficient
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manner. The second algorithm (PTF) differs from its predecessor in that it
uses multiple pointers per node in the T-tree ; this accelerates the access of the
nodes of the T-tree and makes it possible to find and update appropriate T-tree
nodes following a new, usually faster, strategy.

We perform experimental comparison of the two algorithms against their
predecessors and show that in most cases the speedup is considerable. We also
compare the two new algorithms to each other and discuss the merits of each .
Our results show that PTF is faster than TTF if there are a lot of frequent
itemsets in the database (small support threshold). On the other hand TTF
gains ground as the support threshold increases and behaves even better for
instances of variable item dens ity which have been pre-sorted according to these
densities.

2 Notation and Preliminaries

A database V is represented by an m x n binary matrix. The columns of D
correspond to items (attributes) , and the rows correspond to the transactions
(records) . The columns are indexed by consecutive letters a, b, . . . of the
alphabet . The set of columns (items) is denoted by C. An itemset I is a set of
items I ~ C. For an itemset I we define :

• E(I) (E-value of 1) is the number of transactions that are exactly equal
to I . This value is also called exact support of I .

• P(I) (P-value of 1) is the number of transactions that have I as a prefix .
Also called interim support of I .

• T(I) (T-value of 1) is the number of transactions that contain I . Also
called total support or, simply, support of I .

In this paper we consider the problem of finding all itemsets I with T(I) ~ i,
for a given database V and threshold t.

For an item x we define the density of x in V to be the fraction of trans
actions of V that contain x , that is T( {x} )/m. We also define the density of a
database V to be the average density of the items of V; note that the density
of V is equal to the fraction of the total number of items appearing in the
transactions of V over the size of V (= nm).

We will make use of the following order relations:

• Inclusion order: I ~ J, the usual set inclusion relation ,

• Lexicographic order: I S J , I is lexicographically smaller or equal to J
if seen as strings,

• Prefix order: I (;;; J , I is a prefix of J if seen as strings. Note that
If;J ¢:> I ~ J & ISJ .
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We will also use the corresponding operators without equality: I C J , IeJ
and I <J.

Not ice th at for any itemset I :

T(I) = L E(J)
I';J

and therefore:

T(I) = L E(J) + L E(J) = P(I) + L E(J) (1)
I';J & I$J I';J & J <I I';J & J<I

This property will play an important role in our algorithms.

3 The Interim-Support Tree

Both new algorithms TTF and PTF (as well as their predecessors TTF-old and
PTF-old) have a common first part which is a pre-processing of the database
th at resu lts in the storage of the whole information into a structure called
the P-tree or interim-support tree. The P-tree is a set-enumeration tree the
nodes of which are distinct itemsets of the database as well as some common
prefixes of these itemsets. For each node, the interim support (P-value) of the
corresponding itemset is also stored.

The notion of interim-support trees was introduced in [9], wher e details of
the const ruct ion of the P -tree were given, and more fully in [8]. The tree is
constructed in a single pass of V . As each transaction is examined, the tree is
traversed in a top -down (preorder) manner until either a node with identical
itemset is found or a new node is created to represent the new itemset at an
appropriate place in the tree. During this traversal, the support of all ancestors
(preceding subsets) of the itemset is incremented. When a new itemset is
inserted which shares a common prefix with an existing itemset, this prefix is
created , if not already present, as a parent node, and inherits the support of
its children .

The significance of the P-tree is that it performs a large part of the count
ing of support totals very efficiently in a single database pass . The size of the
P-tree is linearly related to the original database, from which all relevant infor
mation is preserved, and will be smaller in cases where the data includes many
duplicated itemsets. In results presented in [7] , both the memory requirements
and construction time for the P-tree were less than for a corresponding FP-tree
[10] .

For the sake of memory efficiency the P-tree is implemented using two
poin ters per node: down and right. For a node v , its down pointer links v to
one of its children - the lexicographically smaller. This child' s right pointer
poin ts to another child of v , and so on. For example, in the implementation of
a P-tree containing itemsets 'a ' , 'ab ', 'ac', and 'abc' node 'a' points down to
'ab' which in turn points down to 'abc' and right to lac'.
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Note that , for simplicity , we ofte n identify nodes of th e P-t ree with t he
itemsets they contain. This should cause no confusion sin ce items ets in the
P-tree are unique .

4 The T-Tree-First (TTF) algorithm

TTF is an improved version of the algorithm in [9] (whi ch we call TTF-old
here) . In this section we give a detailed description of the new algorit hm.

The algorithm first scans the database and creates the P-tree, as expla ined
in the previous section.

It then starts building the T-tree (recall that the T-tree will finally contain
all frequent itemsets together with t heir to t al supports) . Each level of th e
T-tree is impl emented as a linear list , where itemset s appear in lexicographic
order; nodes of such a list neither po int to nor are pointed from nodes that are
in the list of anot her level. In the beginning , the algorit hm builds level 1 of
the T -tree, which contains all frequent singletons; to th is end it count s their
support traversing th e P-tree. It th en buil ds the rem aining T-tree level by level
using procedure Iteration(k) .

The algorithm is pres ented below . A fund am ental ingredien t of TTF is
function CountSupport which is described separately.

Algorithm T-Tree-First (TTF)
Input: Database V, threshold t .
Output: The family F of frequent it emsets.

Build P-tree from database V;

(* Build the l ost level of T -tree ")
for i = 1 to n do

if CountSupport(P-tree, {i}) 2: t then add {i} t o F 1 ;

(* Build the remaining levels ofT-tree *)
for k = 2 to n do

Iteration(k) ;
if :h = 0 then exit
else F = F U Fk ;

return F ;

Some details of procedure Iteration(k) need to be clarifi ed . Its goal is
to build Fk, that is, the k-th level of the T-tree. Itemset s in F k mus t have
all their (k - l j-size subsets in Fk-l . Therefore, one can start from exist ing
itemsets in Fk-l and try to augment them with one more item in order to
create all potentially frequent itemsets. To avoid duplications th e algorithm
may proceed by considering for each frequent items et X k-l in F k - 1 all X k-l 's
supersets X k = {x} UXk - 1 for items x that are greater t ha n any item of X k - 1 .

Careful observation reveals that only if X k - l an d the nod e following it ,
denoted X~_l' differ at the last item it makes sense to consider such superse ts .
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The candidate superset Xk is the n the union of Xk-I and XLI ' Then it
is checked whether all the (k - 2 man y) rem aining (k - l j-subsets of X k are
frequent : t his is ca rr ied out by a special fun ct ion called ExistSubsets , wh ich
we will not desc ri be in detail here. If some of the exami ned su bse ts of X k is
not present in :Fk- I , X k is not added to :Fk .

Procedure Iteration(k) ( * Building the k -th level of T -tree *)

for each it emset Xk -l E :Fk-l d o
X k- 1 := n ex t (Xk _l );
while X k- 1 i' NULL d o

if X k-l a nd X k- 1 differ only at the last ite m then
x; := Xk -l U X k- 1 ;

if Exist.SubsetsfXs , :Fk-l ) then
T(Xk) := CountSupport(P-tree , Xk);
if T( Xk) :::: t then acid Xk to h ;

X k- 1 := n ext(Xk_1 ) ;

e lse exit while;

In orde r to complete the description of TTF it rem ains to describe it s most
crit ica l part , th at is , function C ountSupport , which counts th e tot al support
of an itemset X in the P -t ree in a recursive manner. An esse nt ia l ingredient of
CountSupport is t he notion of fixed-prefix potent ial inclusio n:

p o t
Fixed-Prefix Potential Inclusion. I ~ KJ : 3J' , common pre jix(J , J' ) = K & I ~
J' .

pot pot
Examples: 'bdf" ~ ' ah' ' abc' , ' bdf' f ' ab ' 'abd ' .

pot
In words, I ~ KJ means t hat the re is an itemset grea te r t han J , sh aring

wit h J a common prefix K , that contains I.
p o t

A second interesting inclusion relati on can be defin ed in terms of ~ K :
po t def po t

Potential Inclusion. I ~ J = I ~ JJ, i.e . 3J' , J~J' & I ~ J' .
pot p o t

Examples: 'bdf' ~ 'abde ', 'bdf ' f 'abdg '.
po t

In wor ds , I ~ J means t hat t here is an extension of J that contains I.
The use of t he above inclusion rel ations can significantly reduce the number

of moves needed t o count t he suppor t of an itemset in trees with two pointers
per node . Su pp ose th a t we are looking for appearances (i.e. superse ts ) of an
item set J in t he P-tree and we are cur rent ly visiting a nod e that conta ins
itemse t J :

• Nod es that are below th e cur rent node contain it em set s J' which have J
p o t

as prefix . Therefore , if I f J the re is no point visiting the subtree rooted
at t he cur rent node.

• Nod es that a re to t he right of the cur rent node (siblings) contain itemsets
t hat have par(J ) (par ent of J) as prefix - and so does J - and are
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greater than J . If I f par(J)J there is no point visiting the subtrees
rooted at these nodes .

These two tests result in much better tree pruning comparing to the one
applied by the TTF-old algorithm. As an example, suppose that we are trying
to find the support of itemset X ='bd' in a P-tree in which there is a node 'ab '
with children 'abde' and 'abefg' . Then, once the tree traversal reaches node
'abde' it adds its support to T(X) and does not move to the right , that is, it
avoids visiting 'abefg'. On the other hand , TTF-old [9] would also examine
'abefg' (and other siblings if such existed) because it only terminates its search
whenever it finds itemsets lexicographically equal or greater than X .

Function CountSupport(pnode , X) : int eger
(* Counts the total support oj itemset X
in the subtree oj P -tree rooted at pnode *)

T :=O ;

if pnode '! NULL then
J := pnode -- itemset ;

pot
if X ~ J then (* makes sense to search children *)

if X ~ J then T := T + P(J)
(* inclusion is a special case oj potential inclusion *)

else T := T+ CountSupport(pnode -> down , X) ;
pot

if X ~ par (J )J then (* makes sense to search right siblings *)
T := T+ CountSupport(pnode -> right . X) ;

return T ;

Finally, let us expl ain how to check potential inclusion and fixed prefix
potential inclusion. It can be shown that the following tests suffice. The proof
is omitted.

pot pot
• X ~ J : if X ~ J then X ~ J is t rue. Otherwise let x be the lexico-

graphi cally smaller item of X that is not item of J (such x exists) . If for
pot.

all items j of J are lexicographically smaller than x then X ~ J is true
otherwise it is false.

pot pot
• X ~ KJ: assume K~J (otherwise the inclusion X ~ KJ is obviously

false). Let x be the first item of X \ K and J be the first item of J \ K.
pot

If x > j the inclus ion X ~ KJ holds otherwise it is false .

5 The P-Tree-First (PTF) Algorithm

PTF is an improved version of the algorithm Apriori-TFP [7] (which we call
PTF-old here) . PTF also begins by constructing the P-tree exactly as TTF, but
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then it follows an inverse approach in order to update the T-tree . In particular,
during the processing of level-k of the T-tree , each node of the P-tree is visited
once. Let I be the itemset of a visited node ; the algorithm updates all nodes
of level-k that are subsets of I, except for those that are also subsets of par(I)
(parent of I) - the latter have already been updated while visiting par(I) .

Following again the a-priori strategy [4], level-k itemsets of the T-tree are
constructed from the itemsets of level-(k - 1), by adding single items to each
of them. Then, the P-tree is traversed as described above in order to compute
support for all nodes of level-k. Nodes with support smaller than the threshold
are removed before the generation of level-(k + 1).

Algorithm P- 'ITee-First (PTF)
Input : Database D, threshold t.
Output: The family F of frequent itemsets.

Build P-tree from database D;

add 0 to Fa ; (* create a dummy level with one empty itemset *)

(" Build level-k of the T -tree *)
for k = 1 to n do

Iteration(k) ;
if Fk = 0 then exit for
else F = F u Fk ;

returnF;

Our innovation here is the use of multiple pointers at each node of the T-tree
in contrast to PTF-old where two pointers per node are used . This provides
rapid access to the nodes of the T-tree which allows for a new strategy for
T-tree update . In particular, while building level k, once a node I of the P
tree is visited, all its k-subsets (subsets of size k) are generated; once such a
k-subset is generated, it is sought in the T-tree and, if present, its support is
updated accordingly. Whenever such an itemset J has a subset J' which is not
frequent (hence neither J can be frequent) the algorithm discovers this quite
early and the update process terminates . For example, if the algorithm visits
a node of th e P-tree with itemset 'acdfghk' and the current level of the T-tree
is level-S the algorithm should update all size-f subsets of 'acdfghk' . Consider
'acdfgh '; the algorithm will try to find this node starting from 'a' in level-l ,
continuing to 'ac' in level-2, and then to 'acd' , 'acdf' and 'acdfg' . If 'acd' is
non-frequent, i.e, does not exist in level-S, the algorithm stops and considers
the lexicographically next size-6 subset of 'acdfghk' . In fact, it saves even more
comparisons by considering 'acfghk' as next subset because there is no need to
check any subset that contains 'acd '. On the other hand, PTF-old traverses
a potentially large list of candidate itemsets in order to check whether any of
them is a k-subset of I. This could be much slower than the above described
procedure , especially if I has few k-subsets in that list . A detailed description
of the update of level-k of the T-tree is given below.
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Procedure Iteration(k) (* Building k-th level ofT-tree "}

for each itemset Xk-l E :Fk-l do
for each item x greater than all items of Xk-l do

add Xk := Xk-l U {x} to :Fk ;
let the x-th down pointer of Xk-l point to Xk ;

(* Update total supports of nodes in:Fk *)
for each node I of the P-tree do

non-frequent := {dummy} ;
for each itemset J ~ I with III = k do

if ] ~ par(I) or non-frequent ~ ] then
proceed to th e lex. next J ~ I such that

J is not subset of par(I) and does not contain non-
frequent

else
descend the T-tree following prefixes of J

until] is found or some ] 'G] is missing;
if] is found then T(]) := T(] ) + P(I)
else non-frequ ent := J ' : (* J ' is not in the T-tree *)

remove from :Fk all nod es with support < t (threshold) ;

6 Experimental Comparison

We implemented four algorit hms in ANSI-C : TTF, TTF-old, PTF and PTF
old . We run several experiments using a Pentium 1.6 GHz PC. We first experi
mented with datasets created by using the IBM Quest Market-Basket Synthetic
Data Generator (describ ed in [4]). We follow a st andard notation according to
which a dataset is describ ed by four par amet ers : T rep resents the average
transaction length (roughly equ al to th e database density times the number of
items) , I represents the average length of maximal frequ ent itemsets, N rep
resents th e number of items, and D represents th e number of transactions in
th e database. We generated dat asets TIO.I4.N50.DIOK and TlO.I4.N20 .DlOOK
and run experiments with all four algorit hms . The execut ion time of each al
gorithm for th ese two datasets and threshold varying from 5% to 1% is shown
in Figure 1.

These results show that both algorit hms TTF and PTF are fast er than th eir
predecessors, except for rather large thresholds. As regards TTF and TTF-old,
th e reason for this behaviour is that TTF-old performs fewer tests at each P
tr ee nod e th at it visits ; thus , whenever a cont iguous part of the tree is traversed
by bot h TT F and TTF-old , it is TTF-old th e one which does it fas ter . Now,
whenever th e frequent itemsets are few, they ar e also (most probably) of sm all
size; a small itemset has higher chances to appear in a contiguous part of th e
P-tree which therefore cannot be pruned by TTF. PTF-old can also be faster
than PTF if there are only few frequent itemsets because in such a case it can
be faster to traverse the list of candidate itemsets than generating all subsets
of a node .
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Figure I : Results for datasets TlO.I4.N50.DIOK (left) and TIO.I4.N20 .DlOOK
(right ).

Comparing now the two new algorit hms, we observe th at PTF is faster than
TTF for small thresholds (:::; 2%). This is due to the fact th at whenever the
number of frequent itemsets is large, TTF performs a lot of P-tree traversals,
while PTF performs only one full P-tree traversal per T -tree level. Since the size
of th e P-tree can be rather large (even comparable to th e size of th e database)
its traversal is quite slow; hence, whenever TTF performs many t raversals,
even partial, the overall slowdown is considerable. On the other hand , PTF
performs several T-tree traversals at each level but .t hese are fast th anks to the
use of multiple pointers. The two algorit hms have compar abl e running t ime
for thresholds ab ove 2%. This is because for relatively spa rse T-tree the P -tree
t raversa ls performed by TTF are few; in this case t he economizing techniques
of TTF bal an ce, or even beat the advantages of PTF.

To fur th er compare T TF and PTF we implemen ted a probabili st ic generator
in order to create dataset s of variable item density (each item has a different
expec ted density). This gene ra to r fills t he i-th item of a row with prob abili ty
PI - (i - I)p., i.e., t he probabil ity decreases linearl y as we move from the first
to the las t it em of a row; PI represents the probabili ty of appeara nce of the
first item and Ps is th e decrement step. The exp ected density of the datab ase
is equa l to PI - (n; l) p s = Pt;PI, where PI is the probabi lity of appeara nce of
th e last item and n is the number of items in each row.

We have generated four vari able-densi ty datasets , one for each of the follow
ing four typ es (where letter 'V' stand for 'variable-density '): V.T4.N20.DIOK,
V.T6.N20.DlOK, V.T4 .N20.D100K , and V.T6 .N20.DIOOK; the corres ponding
first item selection probabilities and decrement steps (in parentheses) ar e 0.4
(0.02), 0.6 (0.03), 0.4 (0.02) , and 0.6 (0.03) respect ively.

We run experiments with support thresholds ranging from 5% to 0.5%. For
each dataset type / threshold combinat ion we have measured the execution
tim e of PTF and TTF, averaging over ten experiments, one for each dataset of
the type .

Results for the datasets with 10K t ra nsac tions appear in Figure 2. Figure 3
shows results for the datasets with lOOK transactions.

Comparison of the algorithms for Variable-Density Datasets. The compar-
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Figure 2: Results for datasets V.T4 .N20.DlOK (left) and V.T6.N20 .DlOK
(right) .

Figure 3: Results for datasets V.T4 .N20.DI00K (left) and V.T6.N20.DlOOK
(right) .

ison of the two algorit hms is much more interesting when it comes to vari abl e
density data sets. As before , PTF behaves better for small thresholds (roughly
smaller than 2%) but TTF is faster for larger thresholds . Besides, PTF exhibits
almost constant running time in most expe riments . Now, when ever the T-tree
is small and sparse , it happens that th e few full P-tre e traversals performed by
PTF can take longer than the (mor e bu t not too many) partial P-tree traversals
of TTF. The main reason is that potentially frequ ent itemsets cons ist mainly
of lexicographically smaller items, hence the partial P-tree travers als of TTF
are limited to a small part of the P-tree and are therefore much faster. On the
other hand, TTF performs a full P-tree traversal at each level of the T-tree
that contains potentially frequent itemsets, regardless of the number of these
itemsets, hen ce it needs almost the same time as before, since it considers a
similar number of levels.

Comparing the performance of the two algorithms with respect to unifor
mity of item densities one observes th at while PTF exhibits roughly th e same
performance for both uniform and variable item densities, TTF is considerably
faster on instances of variable item density; indeed, our results show that for
variable-density datasets, TTF outperforms PTF for support thresholds above
3%, even above 2% or 1% in some cases . This is due to the fact that the perfor
mance of PTF is mainly determined by the rank of the higher level of frequent
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itemsets , while the performance of TTF depends heavily on the part of the
P-tree that must be visited each time - which is much smaller for variable
density instances , because frequent itemsets consist mainly of lexicographically
smaller items.

Let us note here that for our experiments we built the variable-density
datasets in such a way that the lexicographically greater items are of smaller
density. This property is essential for the performance of TTF, since it guaran
tees that most frequent itemsets consist mainly of lexicographically small items
which appear in a small part of the P-tree. Therefore, to make TTF work well
for real datasets , a sorting of the items in order of decreasing density should
be performed in a preprocessing step.

7 ConcIusions

In this work we have developed and implemented two Apriori-style algorithms
for the problem of frequent itemsets generation, called T- Tree-First (TTF) and
P-Tree-First (PTF), that are based on the interim-support tree approach [9] .
The two algorithms follow inverse approaches: TTF iterates over the itemsets
of T-tree, and for each of them traverses the relevant part of the P-tree in order
to count its total support; PTF starts by traversing the P-tree and for each
visited node it updates all relevant nodes at the current level of the T-tree.

Our algorithms are improved versions of known algorithms, described in
[9] and [7]. We have introduced several new techniques that result in faster
algorithms comparing to these earlier attempts. The most important of them
are the fixed-prefix potential inclusion technique, which is used in algorithm
TTF, and the use of multiple pointers in the T-tree, employed by PTF. The
former allows faster support counting for P-trees that are built using only two
pointers per node, thus being particularly memory-efficient. The latter provides
fast access to the T-tree and makes PTF a generally efficient algorithm. We
show experimentally that our new algorithms achieve considerable speedup
comparing to their predecessors.

The main difference between the two algorithms is that TTF performs a
partial P-tree traversal for each potentially frequent itemset, while PTF per
forms only one, but full, P-tree traversal for each level of potentially frequent
itemsets. As a result , PTF is considerably faster than TTF in instances where
there are a lot of frequent itemsets, while TTF gains ground in instances where
there are fewer potentially frequent itemsets , especially if for each of them it
suffices to check only a small part of the P-tree . For example, the latter case
may occur whenever item densities have a high variance.

In conclusion, each of the two heuristics has its own merits and deserves
further exploration. As a suggestion for further research, it would be interesting
to investigate possible combinations of the two inverse approaches of TTF and
PTF. For example, it seems reasonable to use PTF as long as the current level
of the T-tree contains a lot of frequent itemsets, while it may be wise to turn
to TTF once the current level becomes sparse, especially if the majority of the
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potentially frequent itemsets ca n be only found in a small part of the P-tree .
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Abstract

Associative classification is a promising approach that utilises association
rule mining to build classifiers. Associative classification techniques such
as CBA and CMAR rank rules mainly in terms of their confidence,
support and cardinality. We propose a rule sorting method that adds more
tie breaking conditions than existing methods in order to reduce rule
random selection. In particular , our method looks at the class distribution
frequency associated with the tied rules and favour s those that are
associated with the majority class. We compare the impact of the proposed
rule ranking method and two other methods presented in associat ive
classification against 12 highly dense class ification data sets . Our results
indicate the effectiveness of the proposed rule ranking method on the
quality of the resulting classifiers for the major ity of the benchmark
problems, which we consider. In particular, our method improved the
accuracy on avera ge +0.62% and +0.40 % for the 12 benchmark problems
if compared with (support, confidence) and (support, confidence, lower
cardinality) rule ranking approache s, respectively. This provides evidence
that adding more appropriate constraints to break ties between rules
positively affects the predictive power of the resulting associative
classifiers.

1. INTRODUCTION

Associat ion rule discovery and classification are analogous tasks in data mining, with
the exception that the ultimate goal for classification is the prediction of classes , while
association rule discovery describes associations between attribute values in a
database. In recent years, association rule mining has been successfully used to build
accurate classification models (classifiers), which resulted in a new approach coming
to life, known as associative classification (AC) [1 & 2]. Several studies [2, 3, 45 &
13] show that the AC approach is able to extract more accurate classifiers than
traditional classification techniques , such as decision trees [6], rule induction [7 & 8]
and probab ilistic approaches [9]. In contrast to rule induction techniques , which
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greedily and locally derive rules, AC explores the complete training data set and aims
to construct a global classifier that can cover as many instances as possible.

Generally, to build an associative classifier, the complete sort of class association rules
(CARs) is first extracted from the training data set and one subset is chosen to form
the classifier . The selection of such a subset can be accomplished in many ways, for
instance in the CBA [2] and e [10] algorithms , the selection of the classifier is done
by evaluating the complete set of CARs on the training data and considering rules that
cover at least one training data object. On the other hand, the CPAR algorithm [5] uses
a greedy method to choose the classifier. Once the classifier is created, its predictive
power is then evaluated on test data objects.

Rule preference is known to be an important concept in classification [11]. Given a set
of training data objects, the number of potential classification rules that imply these
objects is relatively large, and consequently classification algorithms must have a
basis for favouring one rule over another. In the AC approach, rule preference during
the ranking process of the rules is important since higher ranked rules are often
applied more than lower ranked rules in the prediction step. Thus, it is vital to use
appropriate conditions to decide which rule is better.

Many AC techniques have been proposed in recent years, such as CMAR [4], CPAR
[5], L3 [10], Negative-Rules [12] and MCAR [13]. These techniques use several
different approaches to discover rules, extract rules, rank rules, store rules, prune
redundant or "harmful" rules (Those that lead to incorrect classification) and classify
new test objects . The goal of this paper is to study the different approaches used by the
state-of-the-art AC techniques for rule ranking and compare their effect on the quality
of the resulting classifiers. Particularly, we study the effect of rule ranking procedures
proposed in two popular AC algorithms (CBA, CMAR) on the accuracy of the derived
classifiers . Furthermore, we present a new rule ranking method that adds upon
previous approaches by considering the distribution frequencies of class labels in the
training data for each rule in order to minimise randomisation.

The rest of the paper is organised as follows : AC and its main concepts are presented
in Section 2. Different methods used to discriminate between rules and our proposed
rule ranking method, are given in Section 3. Section 4 is devoted to experimental
results and finally, conclusions are presented in Section 5.

2. ASSOCIATIVE CLASSIFICATION

2.1 The PROBLEM

AC is a special case of association rule mining in which only the class attribute is
considered in the rule's consequent, for example in a rule such as X ~ Y ,Y must be
the class attribute. Let us define the classification problem in an association rule
framework . The training data set T has m distinct attributes AI, A2, •• • ,Am and C is a
list of class labels. Attributes could be categorical (meaning they take a value from a
finite set of possible values) or continuous (where they are real or integer). In the case
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of categorical attributes, all possible values may be mapped to a set of positive
integers. For continuous attributes, any discretisation method can be used.

Definition 1: A row or a training object in T can be described as a combination of
attribute names Aiand values aij, plus a class denoted by Cj '

Definition 2: An item can be described as an attribute name Ai and a value aij'

Definition 3: An itemset can be described as a set of items contained in a training
object.

Definition 4: A rule r is of the form <itemset, c>, where cE C is the class.
Definition 5: The actual occurrence (actocer) of a rule r in T is the number of rows in
T that match the itemset defined in r.
Definition 6: The support count (suppcount) of a rule r is the number of rows in T that
match r 's itemset, and belong to r ' s class.
Definition 7: a rule r passes the minsupp threshold if (suppcount(r)/I71) :::: minsupp,
where 171 is the number of instances in T.

Definition 8: a rule r passes minconfthreshold if (suppcounurttactoccrirn e: minconf

Definition 9: An itemset i that passes the minsupp threshold is said to be a frequent
itemset.
Definition 10: An actual class association rule is represented in the form:

(Ai,il'ai,il)I\ ...I\(Ai,ik,ai'ik)~ci' where the antecedent of the rule is an

itemset and the consequent is a class.

A classifier is of the form H : I ~ Y , where I is a set of itemsets and Y is the class.
The main task of AC is to construct a set of rules (a model) that is able to predict the
classes of previously unseen data, known as the test data set, as accurately as possible.
In other words, the goal is to find a classifier h E H that maximises the probability that
h (a) =y for each test instance (a , y) .

2.2 SOLUTION STRATEGY

Figure 1 shows the general steps used in an AC approach, in which the generation of
the CARs is relatively computational expensive because it is similar to the discovery
of frequent itemsets in association rule mining, which is a challenging problem [14,
15, 16 & 17]. Methods that find the complete set of frequent itemsets generally find
itemsets that are potentially frequent and then work out their frequencies with classes
in the training data. Once all frequent itemsets are identified, for each one of them that
passes the minconf threshold, a rule such as X ~ C is generated, where C is the
largest frequency class associated with itemset X in the training data (Step 2).

The problem of generating classification rules is straightforward, given that all
frequent itemsets are already , identified as no support counting or scanning of the
training data are required. In step 3, a selection of an effective subset of rules is
accomplished using various methods and finally the quality of the selected subset of
rules (the classifier) is measured on an independent test data set to find the accuracy.
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Let us explain the discovery of frequent itemsets and the construction of the classifier
in AC using an example. Consider the training data shown in Table 1, which
represents three attributes AI (a., b., CI), A2(a2, b2, C2) and A3(a3, b3, C3) and two class
labels (YI> Y2) ' Assuming minsupp = 20% and minconf « 80%, the frequent one, two
and three itemsets for Table 1 are shown in Table 2, along with the relevant supports
and confidences. In cases where an itemset is associated with multiple classes, only
the class with the largest frequency is considered by AC methods. All frequent
itemsets in bold in Table 2 pass the minconf threshold, and will be converted into

Training Data

Step 1:
Discover Frequent
itemsets

Accuracy

Frequent 1
itemsets

I
Test Data

rate
Step 4:
Predict

Step 3:
Set of class Rank and
association Prune

Classifier
rules (output)

(CARs)

Step 2
Gene
rules

Figure I Associative classification steps

Table 1 Training data set

rowids AI A2 A3 class
I al a2 b3 YI
2 al a2 C3 Y2
3 al b2 b3 YI
4 al b2 b3 Y2
5 b l b2 a3 Y2
6 bl a2 b, YI
7 al b2 b3 YI
8 al a2 b3 YI
9 CI C2 C3 Y2
10 a\ a2 b3 YI
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potential rules in the classifier.

There are many AC algorithms proposed in the literature [2, 3, 4, 10 & 12] where most
of which are based on the CBA algorithm [2]. The CBA algorithm uses Apriori
candidate generation step [14] to find the rules, where only the subset that leads to the
lowest error rate against the training data set is selected to from the classifier. The
selection of the subset is accomplished using the database coverage heuristic [2],
where each rule is evaluated against the training data in order to determine rules,
which cover at least one training data object. The selection of which rule is evaluated
first is based on the rule ranking parameters, and therefore, highest order rules are
normally evaluated before other potential rules, which give them the opportunity to be
used more frequently in predicting test data objects.

Table 2 Potential classifier for Table I

Frequent Ruleitems
Antecedent Consequent Supp CORf

I
clas s

<32' b3> Yl 4110 4/4
<31> 32' b3> Yl 3110 3/3

<b 3> Y. 6110 6/7

<3tob3> Y. 5110 5/6
<32> Y. 4110 4/5

<aha2> Yl 3/10 3/4

<al> YI 5110 5/7

3. COMMON ASSOCIATIVE CLASSIFICATION RULE

RANKING METHODS

Rule ranking before building the classifier plays an important role in the classification
process since the majority of AC algorithms such as [2, 4 & 10] utilise rule ranking
procedures as the basis for selecting the classifier during pruning. In particular , CBA
and CMAR algorithms for example use the database coverage pruning to build their
classifiers, where using this pruning, rules are tested according to their ranks. The
precedence of the rules is normally determined according to several parameters,
including, support, confidence and rule antecedent cardinality. This section highlights
the different constraints considered by current algorithms to discriminate between
rules in the rule ordering process and also discusses the impact they have on the
quality of the resulting classifiers.

3.1 SUPPORT, CONFIDENCE And CARDINALITY METHOD

One of the common rule ranking techniques , which favours rules with large support
and confidence values, was introduced in [2], and is shown in Figure 2. The ranking
technique employed by CBA considers principally confidence and support to order
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I. The confidence of r« is greaterthan that of n:
2. The confidence values of ra and rs are the same, but the support of ra is

greater than that of rs.
3. Confidence and supportvalues of ra and rs are the same,but ra wasgenerated

earlier than rs.

Figure2 CBArule rankingmethod

rules, and when two rules have identical support and confidence, the choice is based
on the one generated earlier. This means, CBA selects rules with lower cardinality first
since it employs the Apriori step-wise algorithm [14] in its rule generation step. The
Apriori algorithm generates rules starting from those that have length 1, then 2 and so
on.

The CBA sorting method fails to break many ties for highly correlated classification
data sets, where the expected number of the produced rules is relatively large. For
example, for the "vote" data set downloaded from [18] and using minsupp of 2% and
minconf of 40%, there are 7755 potent ial rules with identical confidence, of which
6802 have the same support. Also, from the 6802 potential rules with identical
confidence and support, there are 5126 that have the same cardinality and only 1113
potential rules from which have different cardinality. These numbers of potential rules
have been produced without using any pruning. The remaining rules are ranked
randomly if we use the CBA rule sorting method, where many rule ranking decisions
may be sub-optimal, reducing the quality of the resulting classifier. Additional tie
breaking conditions have the potential to improve classification accuracy over the
(support, confidence, cardinality) method .

Another similar rule ranking method to CBA one , which favours specific rules (those
with higher antecedent cardinality), was developed in [10] . The main reason for giving
specific rules higher ranking than others is to reduce the chance of misclassification
and to try specific rules first in the prediction step, then if they fail to cover a test
instance , rules with a smaller number of attributes are considered.

I. The confidence of ra is greaterthan that of ri:
2. The confidence values of ra and rs are the same, but the supportof ra is greater

than that of rs.
3. Confidence and supportof ra and rbare the same, but ra has fewer conditions in its

left hand side thanof r».
4. Confidence, support and cardinality of r« and rbare the same, but ra is associated

with a a class that occursmorefrequently in the trainingdata than thatof rs,
5. All abovecriteriaare identical for ra and rb' but ra generatedfrom rows that occur

earlier in the trainingdata than that of rb'

Figure3 The proposed rule rankingmethod
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The majority of AC algorithms developed after the introduction of CBA, including, [3,
4 & 10] have used the (support, confidence, lower cardinality) ranking method. These
algorithms tend to prefer general rules (those with very small numbers of attribute
values in their antecedent) since they occur more frequently in the training data.
However, such rules may suffer from large error rates. Generally speaking, specific
rules (rules with a high cardinality) are supersets of some general rules and cover
smaller numbers of training instances. Thus, their chance of misclassification on the
training data is usually smaller than that of general rules.

3.2 The PROPOSED RULE RANKING METHOD

Selecting appropriate parameters to favour one rule on another in rule ordering is
crucial task since most AC algorithms use rule ranking as the basis to select rules
while constructing the classifier. The CBA and CMAR algorithms favour rules
principally with reference to confidence, support and lower cardinality. When several
rules have identical confidence, support and cardinality, these methods randomly
choose one of the rules, which in some cases may degrade accuracy. Since AC
approach generates normally large sized classifiers, where rules can be in the order of
thousands, so that, there may be several rules with the same support, confidence and
cardinality.

Consider for instance the "glass" data set from [18], if it is mined with minsupp of 2%
and minconf of 40% using the CBA algorithm and without using any pruning, there
are 759 potential rules that have identical confidence, 624 of these have identical
support as well. Also, there are 409 of the 624 potential rules have the same
cardinality, leaving no way for CBA or CMAR rule ranking methods to discriminate
between them. A more serious case is the "autos" data set, if we mine it using the
same support and confidence, there are 2660 potential rules with the same confidence
and 2494 of them have identical support too. When the support is lowered further,
there may be huge numbers of potential rules with identical support and confidence.

We propose the rule ranking method shown in Figure 3, which adds two tie breaking
conditions to the existing methods. Beside confidence, support and cardinality, our
method considers the class distribution frequency associated with each rule and
favours rules that are associated with the most representative class. For example, if
two rules, rt and rz, have the same support, confidence and cardinality, but r2 is
associated with a class label, which has been occurred more frequently in the training
data than that of ri, our method favours rz on ri in the rule ranking process. In cases
where two or more rules have also the same class frequencies, then we select one
randomly. Our rule random selection considers the rule's items row ordering in the
training data set and prefer rules that have a higher order. We will show in Section 4
the effectiveness of the proposed rule ranking method on the quality of the produced
classifiers.
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3.3 IMPACT Of RULE RANKING ON CLASSIFIERS

Every rule .based AC technique performs global sorting on the rules in the process of
building the classifier. This sorting can be considered a first step toward pruning noisy
and redundant rules and explains the reason why these algorithms sort rules before
pruning. Sorting aims to give good quality classification rules the chance to be
selected first in the process of predicting test data objects, and thus rule ranking can be
seen as an important step , which may influence the quality of the resulting classifier.
Presented previously in this section, the measures used to discriminate between rules
are confidence, support and cardinality. But the question still remains, which rule
ranking method is the most effective?

It is the firm belief of the authors that if more effective conditions can be imposed to
break ties, random selection will be minimised and better quality classifiers will result.
This is because pruning heuristics such as database coverage [2] and lazy pruning [10]
consider rules based on their rank when constructing the classifier. Examples
demonstrated in Section 3.3 indicate that there is a potential for additional measures to
break ties between rules beside support, confidence and cardinality due to the large
number of rules extracted using AC approaches. In the next section , we show by
experimental results the effectiveness of adding new parameters to discriminate
between tied rules on the classification accuracy.

4. EXPERIMENTAL RESULTS

We conducted a number of experiments on 12 highly dense classification data sets
from [18] using stratified ten-fold cross validation [19] . The impact of three rule
ranking methods: (confidence, support), (confidence, support, lower cardinality) [2 &
4] and our proposed method on the quality of the resulting classifiers from the 12
benchmark problems have been compared. The choice of such rule ranking methods is
based on their wide use in AC. We have implemented the three methods in Java within
a recent proposed AC algorithm, MCAR [13] . Following experiments conducted in [2,
12 & 13] the minsupp was set to 2%. The confidence threshold, on the other hand, has
a smaller impact on the behaviour of any AC method, and it has been set in our
experiments to 40 %. All experiments were conducted on Pentium IV 1.7 Ghz, 256
MB RAM machine using Java under Windows XP .

To investigate the behaviour of the rule ranking methods, Table 3 shows the number
of times each condition does not break tie between rules for the 12 classification
problems. Column 2 indicates the number of potential rules with similar confidence,
column 3 represents the number of potential rules with the same confidence and
support. Column 4 shows the number of potential rules that have identical confidence,
support and cardinality and column 5 represents rules from column 4 that share the
same class frequency. Column "RowOrd " indicates the number of times the rule 's
items row ordering condition has been used after trying (support, confidence,
cardinality, class frequency) . We have used a minsupp of 2% and a minconfof 40% to
produce the potential rules in Table 3.
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Values shown in Table 3 represent the potential rules tested by the MCAR algorithm
during the ranking process and before building the classifier or performing any
pruning and this explains their large numbers. Table 3 shows that support and
confidence are not effective in distinguishing between rules in most benchmark
problems, we consider. For the "Cleve" data set for instance, there are 17092 potential
rules with the same confidence as some other rule, with 16289 rules having identical
confidence and support. There are 14647 with the same confidence, support and
cardinality as some other rule, where 12942 from the 14647 are associated with
classes that have the same frequency in the training data set. The frequent use of the
additional conditions in the process of the rule ranking especially class frequency
parameter suggests that more discrimination between potential rules positively
increases the accuracy of the classifiers.

To show the effectiveness of the rule sorting method on the quality of the classifiers,
we conduct a number of experiments to compare the impact on accuracy of the
proposed rule ranking method and two other methods, which are (support, confidence)
and (support, confidence, lower cardinality). Each value shown in Table 4 represents
an overage over ten cross validation runs each using a different random seed when
partitioning the training data set.
The figures show a slight improvement of our rule ranking method over that of
(support, confidence) and (support, confidence, lower cardinality). In particular, our
method achieved on average +0.62% and +0.40% improvements with regards to
accuracy on the 12 benchmark problems over (support, confidence) and (support,
confidence, lower cardinality) rule ranking

tie between potenti rules
No. of Rules with

No. of Rules with the same Conf.,
No. of Rules No. of Rules with the same Conf., Supp. ,
with the same the same Conf, & Supp . & Cardinality

Data Conf. SUDD. Cardinality &Class Free . RowOrd

Autos 2660 2492 2117 1683 181
Glass 759 624 409 245 7

Lymph 11019 10775 10217 9595 2381
Cleve 17092 16289 14647 12942 469

Tic-tac 2297 2047 1796 1541 278
Diabetes 252 91 15 3 0

Breast 3471 2980 2217 1643 75
Vote 7755 6802 5126 4013 207
Heart 4791 4267 3383 2562 145
wine 31012 30486 29730 4500 0

weather 96 85 75 61 37
Pima 252 91 15 3 0

Table 3 Number of times each condition in the proposed rule ranking method does not break
al
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approaches, respectively. It appears that the additional constraints imposed to break
ties slightly improve the predictive power of the resulting classifiers over the test data
sets.

hhodn1<"fth hT bl 41a e Impact 0 e t reeruera ma met s on t e accuracy
(Supp, Conf,

Lower The proposed
Data (Supp, Cant) cardinality) method

Cleve 82.44 82.16 81.35

Breast-w 94.61 95.11 96.32

Diabetes 76 .90 77.05 77.18

Glass 67.76 68 .79 69.97

Pima 77.16 77.34 77.11

Tic-Tac 99 .76 99 .77 100.00

Led7 70 .95 71.07 71 .00

Heart-s 81.30 81.87 82.14

Lymph 79.10 77.13 78.57

Vote 88.86 88.17 87 .70

zoo 95.38 97 .73 97.78
Contact-

lenses 72.93 73 .54 75.54

Average 82.26 82.48 82.88

5. CONCLUSIONS

In this paper, the problem of rule ranking in associative classification has been
investigated. Particularly, we propose a rule ranking technique, which expands
previous rule ranking methods by looking at the class distribution frequencies to
discriminate between tied rules. In addition, we use a rule random selection that looks
at the rule items ordering in the training data and favour rules that are associated with
a higher order. These tie breaking conditions together with existing support,
confidence and cardinality approaches have been used to minimise the need for
random selection. Empirical Evaluations using 12 highly correlated classification data
sets from Weka data collection revealed that adding more constraints to discriminate
between rules improved the accuracy of the resulting classifiers. Our proposed rule
ranking method improved the accuracy for the 12 classification data sets on average
+0.62% and +0.40% over (support, confidence) and (support, confidence, lower
cardinality) rule ranking approaches, respectively. Moreover, the results show that our
additional parameters for breaking ties are used often.
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Abstract

This paper proposes considering version spaces as an approach to reliable
instance class ification. The key idea is to construct version spaces containing
the hypotheses of the target concept or its close approximations. So, the
unanimous-voting classification rule of version spaces does not misclassify ;
i.e., instance classifications become reliable.

We implement version spaces by testing them for collapse. We show that
testing can be done by any learning algorithm and use support vector ma
chines. The resulting combination is called version space support vector ma
chines. Experiments show 100% accuracy and good coverage.

1 Introduction

In the last decade machine-learning classifiers were applied to various classi
fication problems [6] . Nevertheless, only few classifiers were employed in real
applications, especially in crit ical domains. The main reason is that it is difficult
to determine if a classification assigned to a particular inst ance is reliable.

There are several approaches to reliable instance class ification [1,6,7,9,11] .
Most of them output confidence values for each classification. If these values are
above a cert ain threshold, the instance classifications are considered as reliable.

The two most prominent approaches to reliable instance classification are
the Bayesian framework [9] and the typicalness framework [6,7,11] (see section
8). The Bayesian framework is a natural approach to reliable classification
but it is often misleading. The typicalness framework partially overcomes this
problem but it depends heavily on the learning algorithm used .

To overcome these problems of the presented frameworks we propose to
consider version spaces [8,9,13] as an approach to reliable instance classifica
tion. The key idea is to construct version spaces containing hypotheses of the
target concepts to be learned or their close approximations. In this way the
unanimous-voting rule does not misclassify instances; i.e., instance class ifica
tions are reliable.

288
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We analyze the instance classification of version spaces for the case when
data are non-noisy and hypothesis space is expressive as well as for the oppo
site three cases . For the latter instance classification can be unreliable and we
propose a volume-extension approach. The approach is to grow the volumes of
version spaces s.t. instance misclassifications are blocked.

To demonstrate version spaces for reliable classification we implement the
unanimous-voting rule by testing version spaces for collapse [4,13] . We show
that testing can be done by any learning algorithm and use support vector ma
chines (SVM) [3,16]. The resulting combination is called version space support
vector machines (VSSVM) . We combine VSSVM with the volume-extension
approach. VSSVM experiments show 100% accuracy and good coverage.

The paper is organized as follows. The task of reliable instance classifica
tion is formalized in section 2. Section 3 considers version spaces and reliable
instance classification, and then introduces the volume-extension approach.
SVM are described in section 4. Section 5 introduces VSSVM . The volum e
extension approach for VSSVM is in section 6. Section 7 presents experiments
with VSSVM . A comparison is given in section 8. Finally, section 9 concludes
the paper.

2 Task of Reliable Instance Classification

Assume that we have l different training instances Xi in ~n. Each X i has a class
label Yi E Y with respect to a binary target concept, i.e., Y = {-I, +1} . The
class labels separate the instances into two sets 1+ and 1- (Xi E 1+ iff Yi = +1;
Xi E 1- iff Yi = -1). Given a space H of hypotheses h (h : ~n ---. Y U {O}), the
task of reliable instance classification is to find a hypothesis h that correctly
classifies future , unseen instances. When correct classification is not possible,
h outputs O.

3 Version Spaces

This section considers version spaces for reliable instance classification.

3.1 Definition and Classification Rule

Version spaces are sets of hypotheses consistent with training data [8,9 ,13] .

Definition 1. Given a hypothesis space H and training data (1+,1-), the ver
sion space V S(I+, 1-) is defined as follows:

vsir.r, = {h E Hlcons(h, (I+,r))}

where cons(h, (1+,1-)) +-t (Vx, E 1+ U I-)(Yi = h(xi)) '

The version-space classification rule is the unanimous voting. Given a ver
sion space VS(I+, 1-) , an instance X receives a classification Y E YU {O} as
follows:
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{

+1 if (VS(I+, I-) =/: 0) 1\ (Vh E VS(I+,1-))(h(x) = +1)
Y = - 1 if (VS(I+, I-) =/: 0) 1\ (Vh E VS(I +, I-))(h(x) = - 1)

o ot herwise.

Definition 2. The volume V(VS(I+, I -)) of a version space VS(I+ , I -) is
the set of all inst ances that cannot be classified by VS(I+ ,1- ).

By theorem 1 below, the unan imous-voting rule can be implemented if ver
sion spaces can be tested for collapse [4,13). If V S (I+ ,1-) is nonempty and
an instance x is to be classified, theorem 1 states that all the hyp ot heses in
VS(I+,1- ) assign class + 1 (-1) to x iff V S (I+ ,1- U {x} ) (VS(I+ U {x} ,1-))
is empty.

Theorem 1. If V S (I+ ,1- ) is nonempty, then

(Vx )«Vh E VS(I+,1-))(h(x ) = +1) ~ VS(I+ ,I- U {x}) = 0), and

(Vx) «Vh E VS(I+ ,I- ))(h(x ) = - 1) ~ VS(I+ u {x} ,I- ) = 0).

The problem to test version spaces for collapse is equivalent to the con
sistency problem. The consistency problem is to determine the existence of a
hypothesis cons istent wit h t ra ining data. Hence, the unanimous-voting rul e of
version spaces can be implemented by any consistency algorit hm [4, 13).

In practice the algorithms used are not always perfect consiste ncy algo
rithms. An algorit hm is not a perfect consistency algorit hm if it is not able
to find always a consiste nt hypothesis when the hypothesis belongs to the hy
pothesis space. If the algorithm used is not a perfect consistency algor ithm,
version spaces are defined such that they are non-emp ty iff the algorithm finds
a consistent hypo thesis. The algorithm parameters P influence when version
spaces are empty.

3.2 Analysis of Reliable Instance Classification

Version spaces are sensitive with respect to class noise in t raining data and
express iveness of hypothesis space [8,9 ,13). Class noise indi cates that the class
labels of some instances are incorrect . Expressiveness of a hypothesis space H
indicates if the hypothesis ht of the target concept is in H .

Below we study the reliabili ty of instance classification with version spaces.

Case 1: Non-noisy Training Data and Expressive Hypothesis Space.
Since the hypothesis space H is expressive, ht E H. Since the training data
(1+ ,1-) are non-noisy, ht is consistent with (1+,1-). Thus, according to defi
nit ion 1 ht E V S (I +,1- ) [8,9 ,13). In this way, if an instance x is classified by
VS(I+, I-), x is classified by ht ; i.e. , x is classified correctly. Thus, for case 1
version spaces outputs only reliable instance classificat ions.

Case 2: Noisy Training Data. If there is noise, the set 1+ (I - ) is a union
of a noise-free set It (In and a noisy set I; (I;; ). The noisy data (I;, I;; )
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cause removal of the set NVS = {h E VS(1t,Jf}I-,cons(h , (I;t,J.;;»)} from
VSSVM(It,Tn. Thus, the resulting version space VS(I+,J-) classifies in

stances classified by V S(It ,Tn, but it errs on all instances in the volume of
NVS.

Case 3: Inexpressive Hypothesis Space. If the hypothesis space H is in
expressive (ht 1. H) , it is possible that the hypotheses in VS(I+ ,1-) do not
approximate the target concept well.; i.e., there may exist an instance x that is
misclassified by all the hypotheses in VS(1+,J-) . Thus, VS(I+ ,1-) can result
in instance misclassifications.

Case 4: Noisy Training Data and Inexpressive Hypothesis Space. This
case comprises cases 2 and 3, and can be derived from their descriptions.

3.3 Volume-Extension Approach

The volume-extension approach is a new approach to overcome simultaneously
the problems with noisy training data and inexpressive hypothesis spaces. As
sume a hypothesis space H and an implementation of the unanimous-voting
rule based on an imperfect consistency algorithm with parameters P . Then, if
a version space V S(I+ , 1-) misclassifies instances, the approach redefines the
hypothesis space H and/or the parameters P s.t. the volume of the new ver
sion space V S' (1+ ,1-) grows and blocks instance misclassifications. Below we
consider this approach for all the three problematic cases in subsect ion 3.2.

Case 2: since the volume of NVS is the error region for V S(1+ ,1-), we redefine
H / P s.t. the volume of V S' (I+ ,1-) comprises maximally the volume of NVS;

Case 3: since the causes of misclassification for V S(1+, 1-) are the hypotheses
in V S(I+ ,1-) not approximating the target concept well, we redefine H / P s.t.
V S' (1+ ,1- ) includes more hypotheses approximating better the target concept.
This means that if we have an instance x misclassified by VS(I+ ,1-), we re
define H (P) s.t. VS'(I+,J-) includes a hypothesis classifying x as t he target
concept . Thus, x will not be classified, so the misclassification is blocked .

Case 4: case 4 comprises cases 2 and 3, and the previous explanations hold
here.

To apply the volume-extension approach we have to guarantee that the
volumes of new version spaces V S' (1+,1-) comprise those of version spaces
VS(I+,1-). When we redefine a hypothesis space H to a new one H' this is
guaranteed by theorem 2 below when for each (1+,1-) if there is a consistent
hypothesis h E H, then there is a consistent hypothesis h' E H'.

Theorem 2. Consider hypothesis spaces Hand H' s.t. for each (1+,1-) if
there is h E H consistent with (1+,1-) , then there is h' E H' consistent
with (1+,1-) as well. Then, for each (1+,1 -) we have V(VS(I+,1-» ~

V(V S'(I+,1-».

To apply the volume-extension approach we have to guarantee that by
re-defining the parameters P of the imperfect consistency algorithm in the
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unanimous-voting-rule implementation we have to find dependencies checking
for each two parameter sets P and P' if the volumes of version spaces V S'
comprise those of version spaces V S.

We conclude that the volume extension approach can cause blocking in
stance misclassification for cases 2, 3, and 4. This result and case 1 allow us to
state that version spaces are an approach to reliable instance classification.

4 Support Vector Machines

Support Vector Machines (SVM) [3,16] were proposed for the classification
task. The hypothesis space of SVM is the set of all oriented hyperplanes in
a Euclidian space IRn or in a higher dimensional feature space F obtained
by a mapping ¢(x) on the instances x from IRn . The parameters of the SVM
hyperplane are derived from the solution of the following optimization problem:

max; L~=l Q:i - ~ L~,j=l Q:iQ:jYiyjk(Xi, Xj)

subject to °:::; Q:i :::; C , i = 1,2, .. . ,l, and L~=l YiQ:i = 0,

(1)

where k(Xi, xj ) = ¢(xd'¢(Xj) is a kernel function that calculates inner prod
ucts of instances Xi and Xj in feature space F . One kernel is the Radial Basis
Function (RBF) defined as k(Xi, Xj) = e--yllxi-xj ll 2 where 'Y is a parameter.
When a kernel is used, instead of the original hypothesis space H of SVM we
have a hypothesis space of hyperplanes in a higher dimensional feature space
F . We denote this space as H(p) where p is the kernel parameter.

Maximizing the term - L~,j=l Q:iQ:jYiyjk(Xi,Xj) in (1) corresponds to max
imizing the margin between the two classes . The constant C determines the
trade-off between the margin and the amount of training errors. The alphas are
the weights associated with the training instances. All instances with nonzero
weights are called "support vectors", and only they determine the position of
the SVM hyperplane h(p, C, (I+ ,1-)). This hyperplane consists of all points
x which satisfy L~=l YiQ:ik(Xi, x) + b = 0. The b parameter is found from the
so-called Kuhn-Tucker conditions associated with (1) . The classification of a
new instance x is found by: h(p, C, (1+, 1-))(x) = sgn(L~=l YiQ:ik(Xi, x) + b).

In this paper we are interested in the asymptotic behaviors of SVM with
the RBF kernel w.r.t. the parameter 'Y of RBF and the constant C [5].

The 'Y parameter determines the level of proximity between any two points
in the feature space F . If 'Y increases, any two points become more dissimilar.
Thus, it becomes easier to separate them by the SVM hyperplane with the same
C parameter. Thus, we assume for arbitrary data (I+, 1-) that ry is monotonic
with the probability that h('Y, C, (1+,1-)) is consistent with (1+,1-).

For the constant C the things are similarly, when C increases, the sum of
training errors increases, while other things stay equal. Consequently, the SVM
algorithm will try to find a new balance between the margin width and amount
of training errors. In particular, the margin will decrease and, simultaneously
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with that, the amount of classification errors will generally go down. Therefore,
we assume for arbitrary data (1+, /-) that the parameter C is monotonic with
the probability that h('Y, C, (/+ , /-)) is consistent with (/+, r ;

5 Version Space Support Vector Machines

This section introduces version space support vector machines (VSSVM). In
subsection 5.1 we define VSSVM. In subsections 5.2 and 5.3 we provide the
classification algorithm of VSSVM and an example.

5.1 Definition

VSSVM are version spaces that can be tested for collapse with SVM.
Since SVM are imperfect consistency algorithms if C < 00, we define the

VSSVM to be empty when the hypothesis h(p, C, tt», /-)) generated by the
SVM is not consistent with the training data ii«, /-) (cf. section 3.1).

Definition 3. Given a hypothesis space H(p), a constant C, and training data
(1+,/-), the version space support vector machine VS~(I+,/-) is:

VS~(I+,/-) =

{
{h E H(p)lcons(h, (/+, [-))} if cons(h(p, C, it», /-)), it», /-))
o otherwise.

According to definition 3 to test whether VSSVM are empty we need to
apply SVM. To apply SVM we need only the training data (/+, /-) . Hence,
the training sets are the version-space representation of VSSVM.

VSSVM are version spaces . Hence, the inductive bias of VSSVM is the
restriction bias [9,13]. The kernel parameter p defines the hypothesis space H (p)
of VSSVM and the parameter C determines when VSSVM are empty in H(p) .
Hence, the restriction bias of VSSVM is controlled by these two parameters.

5.2 Classification Algorithm

The classification algorithm of VSSVM implements the unanimous-voting rule.
It is based on theorem 1. To test version spaces for collapse SVM are employed.

The classification algorithm is given in figure 1. Assume that an instance x
is to be classified. Then, the algorithm builds a hyperplane h(p, C, ti», /-)). If
h(p, C, (/+ , /-)) is inconsistent with (/+ , /-), according to definition 3, the ver
sion space V S~(I+, /-) is empty. Thus, according to the unanimous-voting rule
the algorithm returns 0; i.e., the classification of x is unknown. If the hyperplane
h(p,C,(/+,/-)) is consistent with (/+,/-), VS~(I+,/-) is nonempty. In this
case the algorithm builds hyperplanes h(p, C, (/+ , F: U {x})) and h(p, C, (/+ U
{x},/-)). If h(p,C,(/+,/- U {x})) is inconsistent with (/+,[- U {x}) and
h(p, C, (/+ U {x}, /-)) is consistent with (/+ U {x}, /-), V S~(I+, t: U {x}) is
empty and VS~(/+U {x}, /-) is nonempty. Thus, by theorem 1 the algorithm
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Input: An instance x to be classified ;
Training data sets 1+ and I" j

Kernel and its parameter Pj (optional)
The parameter C of SVM j

Output: classification of X j

Build a hyperplane h(p, C, (I+, 1-) ;
if -,cons(h(p, C, (1+,r) , (1+,1-» then return 0;
Build hyperplanes h(p ,C, (I+ ,r U {x}) and h(p,C, (I+ U {x},r);
if -,con s(h(p, C, (I+, i: U {x}) , (1+, t: U {x}) and

cons(h(p, C, (1+ U {x} ,r), (1+ U {x} , 1-) then return +1;
if cons(h(p, C, (I+, i: U {x}) , (I+, t: U {x}) and

<consihip, C, (I+ U {x}, r) , (I+ U {x}, r) then return -1;
return O.

Fig. 1. The Classification Algorithm of VSSVM.

assigns class +1 to x . If not , the algorithm checks analogously if it can assign
class -1. If both classes cannot be assigned, 0 is returned; i.e., the classification
of x is unknown.

5.3 Example

We illustrate our classification algorithm for the space H of all oriented lines
in}R2 and training data: 1+ = {(1,0),(2,0),(I,I) ,(2,ln and 1- = ((-1 ,0),
(-2,0), (-1,1), (-2, In (see figure 2). For large C (C = +00) only the points
to the right of the three line segments through the training points (1,0) and
(1,1) will be classified as positive and the corresponding region to the left of
the three line segments through the training points (-1, 0) and (-1, 1) will
be classified as negative. Running our algori thm with C = 30 results in the
classifications in figure 2: positively classified: +, negatively classified: *, and
not classified: O. It is clear from the figure that for C = 30 the volume of
VSSVM is smaller and thus the coverage is larger, than for C = +00 .

6 The Volume-Extension Approach for
VSSVM

To overcome the problems of noisy training data and inexpressive hypothesis
spaces for VSSVMs we apply our volume-extension approach for the RBF kernel
without re-defining the hypothesis space H(p) . Below we show that increasing
the parameters C and "{ increases the volume of VSSVM.

In section 4 we assumed that the parameters "{ and C are monotonic with the
probability that the SVM hyperplane h("(,C, (1+,1-)) is consistent with data
(1+,1-) . This implies that for two values "{1 and "{2 of the parameter "{ s.t. "{1 <
"(2 and arbitrary (1+,1 -) the probability that h("(2, C, (1+ ,1-)) is consistent
with (I+, 1-) is higher than the probability that h("(1, C, (1+,1-)) is consistent
with (1+,1-) . This implies by theorem 3 below that the volume of V 51} (1+ ,1- )
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•••• 000000000000000000000++ ... ++
•••• 000000000000000000000+++++
••••• 0000000000000000000+00+++
•••••• 0 0000000000000000+++++++

••••••• 000000000000000++"'''' ++ ++
••••••• eODODDODODDDDO "''''''''''''' ++ ...
• ••••••• 00000000000+++++++ ++
••••••••• 000000000++++++ ++++
•••••••••• 0000000+++++ ++++++
••••••• eo •• ooOOOoOO+ ++ ...... ++++

1 •••••••••••• 000+++ ++++A+++++
•••••••••••• 0 0 0 + + + ++++++++++
•••••••••••• 000+++ ++++++++++
•••••••••••• 000+ ++ ++++++++++
•••••••••••• 000+++ +++++ .... +++
•••••••••••• 000 +++ + +++A+++++
••••••• eO •• OO OOO+ +O+ + + + + + + + +
•••••••••• 0000000+++++ ++++++

-0.5 •••••••• 0000000000++++++ ++++
•••••••• 00000000000++ ... ++++ ++

- 1 •••••••• [] 0 0 [] 0 0 [] 0 0 [] 0 C 0 + + + + + + + +
••••••• DODOODCDCDCCCOC+++ + ++ + +

-1.5 ::: ~ : ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ : : : : : :
•••• OCCODOODODOODODODODOO+++++

-3 -2

Fig. 2. Illustration of the volume of VSSVM for C = +00 (bounded by the lines)
and C = 30 (1+ marked by 6. , r marked by V', positively classified: +, negatively
class ified: *, and not classified: D).

is a subset of the volume of V S1](I+ ,1-) if ')'1 < ')'2 . Thus, our initial assump
tion (')' is monotonic with the probability of cons(h(')', C, (1+,1-)), (1+,1-))),
implies that (AI) the volume of VSSVM is monotonic with the parameter ')'.
Analogously, we can show that (A2) the volume of VSSVM is monotonic with
the parameter C using theorem 4 below. We note that (AI) and (A2) are our
key assumptions which are additionally supported by our experiments.

Theorem 3. Let ')'1 and ')'2 be values of the parameter')' such that for each
(1+,1- ) if h(')'l, C, (1+,1-)) is consistent with (1+,1-), h(')'2, C, (1+,1-)) is
consistent with (1+,1-) . Then , for each (1+,1-) we have V(VS6'(I+ ,I-)) ~
V(VS1](I+,I-)) .

Theorem 4. Let C1 and C2 be values of the parameter C such that for each
(1+,1-) if h(')',C1 ,(I+,1-)) is consistent with (1+,1-), h(')',C2,(I+,I-)) is
consistent with (1+,1-). Then, for each (1+,1-) we have V(VS6,(I+,I-)) ~

V(VS6
2(I+,I-))

.

Applying the volume-extension approach means to find C and ')' in order
to (re)define hypothesis spaces and VSSVM such that instances are classified
reliably. Using the assumptions that the volume of VSSVM is monotonic with
C and')' we can find minimal values for C and')' using binary search such that
instances are classified reliably and the volume of VSSVM is minimized.

7 Experiments

We experimented with VSSVM using the RBF kernel. We conducted two types
of experiments. The first one assumed that the training data are noise free
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and th e hyp oth esis spaces are express ive. The second ty pe had the opposite
assumption. The meth od for evaluation was th e leave-one-ou t method.

With the leave-one-ou t met hod one instance is left out from the training
set and this instance is used for testing the classifier obtained by training on
the training set without that instance. This process is repeated for all instances
in the original tr aining set . So all instances ar e used as a test instance for a
t ra ining set not containing the instance.

We measure our results in terms of coverage and accuracy. The coverage is
the percentage classified test instan ces in the leave-one-ou t pr ocess wit h respect
to all instances. The accuracy is the percentage correct ly classified test inst an ces
with respect to all the class ified test instances (t he covered instances).

7.1 Experiments: Non-noisy Data and Expressive
Hypothesis Space

These experiments were done for VSSVM. When t ra ining data are noise free
and the hyp othesis space H (-y) is expressive we have case 1; i.e. , inst ances
class ified by VSSVM are class ified correctly. To guarantee this proper ty in the
leave-one-ou t experiments, we had to guarantee for each instance x E 1+ that
if x is class ified by V Sz.(I+ \ {x} ,J- ) (the version space if x is left out), then
x is class ified correctly. For this purpose in our expe riments we required two
conditio ns:

(a) VSz.(I+ \ {x} , 1-) =I- 0 if x E 1+ and VSz.(I+,J- \ {x}) =I- 0 if x E r,
(b) VSZ.(I+,I-) =I- 0.

If condit ion (a ) holds, we have three possible cases for an instance x E 1+:
(a1) x is classified correctly as +1 by VSz. (I+ \ {x} , 1- ); (a2 ) x is class ified
incorrectly as -1 by VSz.(I+ \ {x},J- ); and (a3) x is not classified: some hyp er
planes in V Sz.(I+ \ {x} , 1- ) classify x as + 1 and the remaining hyperplanes as
- 1. To block case (a2) we used condition (b) : since VSz.(I+,1- ) is non-empty,
there is at least one hyp erplane in V Sz. (I+ \ {x} , 1- ) that class ifies x as + 1.
Thus, each instan ce x E 1+ classified by V Sz.(1+\ {x}, 1-) is classified correctly.
The same conclusion holds for each instance x E 1- and VSz.(I+,J- \ {x }).

Due to the assumptions that I and G are monotonic with the volume of
VSSVM, the volumes of VSz.(I+ ,1-) , VSz.(I+ \ {x},J-), and VSz.(I+,J- \
{x} ) are minimal for the minimal valu es "[rnin. and Gm i n for which these VSSVMs
are still non empty. To find "[mir: and G m in for each of these VSSVMs we used
binary search. Since t he minimal values Imin and G m in differ for V Sz. (I+ ,1- )
and VSz.(I+ \ {x} ,I- ), and V Sz. (I+ ,J- \ {x} ), we found common valu es
I~in and G~in as maximal over all minimal values . I~in and G~in were used
in our expe riments. Hence, we gua ranteed that the volumes of V Sz. (I+, 1- ),
VSz.(I+ \ {x} ,I- ), and V SZ.(I +, I - \ {x}) are min imized s. t . conditio ns (a)
and (b) hold .

Table 1 provides the results of our experiments with VSSVM for 8 binary
datasets [2). The accuracy of VSSVM is 100%, and the coverage is maximized .



Data Set Parameters
, C I

VSSVM
Cv s" A v s .,c c

297

Breast Can cer 0.16 28.4 33.3% 100%
Heart Cleveland 0.04 6839.0 55.1% 100%
Hepatitis 0.02 2140.0 69.7% 100%
Horse Colic 0.015 12030.0 54.9% 100%
Ionosphere 0.05 4030.0 77.2% 100%
Labor 0.02 61.0 84.2% 100%
Sonar 0.65 0.664 62.5% 100%
W. Breast Cancer 0.8 70.9 82.5% 100%

Table 1. VSSVM Experiments: Non-noisy Training Data and Expressive Hypothesis
Spaces. Cv s" is the coverage of VSSVM. A v s., is the accuracy of VSSVM.c c

7.2 Experiments: Noisy Data and/or Inexpressive
Hypothesis Space

VSSVM Experiments. When training data are noisy and/or the hypothesis
space H(-y) is inexpressive we have one of cases 2, 3, and 4; i.e., VSSVM can
misclassify instances. Therefore, in the leave-one-out experiments, we had to
provide the possibility that an instance x E 1+ (x E 1-) is misclassified by
V52;(I+ \ {x},1-) (V52;(I+,I- \ {x})) . For this purpose in our experiments
we required only condition (a) from the previous subsection to hold .

To find values of the parameters "Y and C we used the approach from the
previous subsection. The only difference is that in these experiments we used
values "Ym in and Cm in specific for different V 52;(1+\ {x}, 1-) and V 5'6 (1+,1- \
{x}) that were not related to V5'6(I+ ,1-) (see column Parameters in table 2).
Hence, condition (a) held and the volumes of VSSVMs were minimized.

Table 2 provides the results of the experiments with VSSVM. The accuracy
is decreased.

Experiments with VSSVM and the Volume-Extension Approach. The
columns V55VM of tables 1 and 2 show that the problems with noisy train
ing data and inexpressive hypothesis spaces decrease the accuracy of VSSVM.
Therefore, we applied our volume-extension approach for VSSVM. We run two
sets of experiments. In the first one we applied the volume-extension approach
by sequentially increasing the parameter C, given "Y, to the point when the ac
curacy of VSSVM reached 100%. The setup of the experiments coincides with
that of the experiments for VSSVM when only condition (a) holds. The only
difference is that we added sequentially a growing increase Ie to the found
minimal value Cm in for each V5'6(I+ \ {x},I-) and each V5'6(I+,I- \ {x})
(see sub-column Ie of table 3). In the second set of experiments we applied the
volume-extension approach for the parameter "Y using an analogous experimen
tal setup.

In figure 3 we show the coverage and accuracy of VSSVM when we used the
volume-extension approach for the parameters "Y and C for the sonar data [2].
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Data Set Parameters
'Y C IVSSVM

Cv s'" A v s'"c c

Breast-Cancer 0.078 103.9· . . 147.5 53.4% 70.5%
Heart Cleveland 0.078 1201.3· . . 2453.2 56.4% 95.9%
Hepatitis 0.078 75.4· . · 313.4 78.7% 89.3%
Horse Colic 0.078 719.2· . . 956.2 34.0% 80.8%
Ionosphere 0.0781670.2·· · 1744.8 86.9% 91.1%
Labor 0.078 3.0· · · 17.4 63.2% 91.7%
Sonar 0.078 20.7.. · 41.8 69.2% 68.1%
W . Breast Cancer 0.1563367.0· . · 3789.1 93.7% 96.5%

Table 2. VSSVM experiments: Noisy Training Data and/or Inexpressive Hypothesis
Space . Column Parameters presents the ranges of the parameters 'Y and C. Column
VSSVM presents the results for VSSVM. Cv s'" is the coverage of VSSVM . A v s'" isc c
the accuracy of VSSVM.

The figure shows that the coverage and the accuracy of VSSVM are monotonic
with 'Y and C. This confirms the applicability of our assumptions about the
monotonicity of the volume of VSSVM with respect to 'Y and C. Note that the
monotonicity for the coverage does not hold strictly: In our experiments we
found sometimes nonmonotonic behavior close to 'Y~in' C~in '

Increasing Gamma Increasing C

100 100 / ><C-)(' x-
90 coverage -+-- 90 coverage -+--
80 ' accuracy ---)(---

/)(-
accuracy -- -)(---

70 80
Q)

~ 60 70
c: 50 60Q)

l:! 40 50
~ 30

20
40

10 30
0 20

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0 5 10 15 20 25 30 35

I.., Ie

Fig. 3. The coverage and accuracy of VSSVM in functions of parameters 'Y and C for
sonar data. L; is the increase of parameter 'Y. Ie is the increase of parameter C.

The results of our experiments with VSSVM and the volume-extension ap
proach are given in columns Vol.Extenstion:C and Vol.Extenstionri of table 3.
They show that by applying the volume-extension approach the accuracy is
again 100%. This means that the volume-extension approach is capable of solv
ing the problems with noisy training data and inexpressive hypothesis spaces.
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IVol. Extension: C IVol. Extension: 'Y
Ie Cvs'd Avs'd I..., Cvs'd Avs'd

Breast-Cancer 0.078 103.9· .. 147.5 35 9.32% 100% 0.06 9.32% 100%
Heart Cleveland 0.078 1201.3· . . 2453.2 500 15.8% 100% 0.035 6.60% 100%
Hepatitis 0.078 75.4· .. 313.4 95 41.3% 100% 0.10 14.2% 100%
Horse Colic 0.078 719.2· . . 956.2 1000 6.80% 100% 1.6 5.98% 100%
Ionosphere 0.078 1670.2· . . 1744.8 1200 28.5% 100% 0.08 14.8% 100%
Labor 0.078 3.0· .. 17.4 13 40.4% 100% 0.16 26.3% 100%
Sonar 0.078 20.7· ·· 41.8 15 33.7% 100% 0.03 28.8% 100%
w. Breast Cancer 0.1563367.0· · · 3789.1 700 79.5% 100% 0.02 71.8% 100%

Table 3. Volume-extension experiments: Noisy Training Data and/or Inexpressive
Hypothesis Space. Column Param eters presents the ranges of the parameters 'Y and C .
Column Vol.Extenstion:C presents the results of VSSVM when the Volume Extension
Approach is applied for parameter C. Here Ie is the minimal increase of C for which
the accuracy of 100% for VSSVM is found . Column Vol.Extensiionrv presents the
results of VSSVM when the Volume Extension Approach is applied for parameter 'Y.
Here I..., is the minimal increase of 'Y for which the accuracy of 100% for VSSVM is
found . Cvs'd is the coverage of VSSVM. Avs'd is the accuracy of VSSVM.

8 Comparison with Relevant Wor k

8. 1 Ver sion Spaces

We compare VSSVM with the relevant work in version spaces in the context
of the problems of inexpressive hypothesis spaces and noisy training data.

Inexpressive Hyp othesis Spaces. To overcome the problem of inexpressive
hypothesis spaces the inductive bias of version spaces, the restriction bias, was
proposed to be relaxed by extending hypothesis spaces. The static approaches
assumed that hypothesis spaces are rich and extended in advance [8,10,12,13] .
Hence, the learning process was guided by restriction and search biases. The
dynamic approaches extended dynamically hypothesis spaces [15] w.r.t. class ifi
cation problems. T hese spaces were assumed to be correct. Hence, the learning
process was guided by restriction bias . VSSVM and the volume-extension ap
proach correspond to the dynamic approaches. T he main advantage of VSSVM
is that the hypothesis spaces can be much easier extended using C and 'Y.

Noisy Train ing Data. To overcome the problem of noisy training data restric
tion bias is combined with search bias. For example, the extended version-space
approach [8] maintained in parallel a set of version spaces consistent with differ
ent subsets of training data determined by parameters introducing the search
bias. Other approaches implemented search biases on version-space represen
tations [12-14] . VSSVM correspond best to the approaches based on extended
version spaces. The key difference is that the inductive bias of VSSVM is the
restriction bias only. Hence, VSSVM prove that the restriction bias is useful.
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8.2 Reliable Instance Classification

Bayesian Framework. The Bayesian framework [8] is one of the first ap
proaches used for reliable instance classification. This is due to the fact that
the posterior class probabilities are natural estimates of the reliability of in
stance classification. These probabilities are computed from prior probabilities.
Since it is difficult to estimate correctly the prior probabilities, the Bayesian
framework is often misleading [7]. VSSVM can be also misleading but they can
be corrected by the volume-extension approach (see table 2).

Meta Learning. An approach that learns a meta classifier to predict the cor
rectness of instance classifications was given in [1] . Its main problem was that
the meta classifier is never correct; i.e., the approach can misclassify. VSSVM
can also misclassify but they can be corrected by the volume-extension ap
proach.

Typicalness Framework. The typicalness framework is introduced in [6,7,
11]. To compare VSSVM and the typicalness framework we need a strangeness
function. Consider instance Xi with a label Yi in a sequence S of labelled in
stances. When VSSVM classifies Xi based on the other instances in S, we have
three possibilities: (1) X i gets label Yi ; (2) Xi is not classified ; (3) Xi gets label
-Yi. We consider these three cases as cases of increasing strangeness of Xi with
a given label Yi in S . Therefore, we define our VSSVM strangeness function as:

f(5, i)
{

0 if the instance Xi is classified as Yi
= 0.5 if the instance Xi is not covered

1 if the instance Xi is classified as - Yi

This strangeness function results in a typicalness of 1 if the instance Xi is
classified by VSSVM with the class Yi. The typicalness of the classification -Yi
is about 1/([ + 1) where l is the number of training instances. If the typicalness
of a classification Yi is close to 1 and that of the opposite classification -Yi is
almost 0, then the classification Yi is reliable. Thus, instance classifications by
VSSVM are reliable in the sense of the typicalness framework.

9 Conclusion

In this paper we showed that version spaces and VSSVM can provide reliable
instance classifications for the case when training data are non-noisy and hy
pothesis spaces are expressive as well as for the opposite three cases. This is due
to the nature of version spaces and the volume-extension approach proposed.

We foresee two future research directions. The first one is to extend version
spaces and VSSVM for non-binary classification tasks. The second direction is
to extend VSSVM for problems for which no consistent hypotheses exist.
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Abstract

Despite many theories and algorithms for decision-making, after esti
mating the utility function the choice is usually made by maximising
its expected value (the max EU principle) . This traditional and 'rat io
nal' conclusion of the decision-making process is compared in this paper
with several 'irra t ional' techniques that make choice in Monte-Carlo fash
ion . The comparison is made by evaluating the performance of simple
decision-theoretic agents in stochastic environments. It is shown that
not only the random choice strategies can achieve performance compa
rable to the max ED method, but under certain conditions the Monte
Carlo choice methods perform almost two times better than the max ED .
The paper concludes by quoting evid ence from recent cognitive modelling
works as well as the famous decision-making paradoxes.

1 Introduction

During the last several decades , the theory of decision-making under uncer
tainty has received an extensive treatment by scientists. The most prominent
contributions have been made by von Neumann and Morgenstern (1944) , Sav
age (1954), Anscombe and Aumann (1963) . Despite the differences in their
approach to uncertainty [i.e. objective or subjective) , the notion of utility has
been successfully used to compute the preferences of a decision-maker. Theo
ries such as the dynamic programming by Bellman (1957) and the reinforcement
learning partly due to Sutton and Barto (1981) have enabled us to compute
the utilities necessary for optimal decision-making. Combined with probabilis
tic inference (e.g. the Bayes' conditional probability rule) , these theories have
been used successfully in decision-theoretic agents and robots that can learn
autonomously and find solutions to various problems.

Despite these successes, however, soon after its emergence the theory of ra
tional decision-making has been strongly criticised by some psychologists and
economists. One simple counter example is the so-called rational donkey para
dox , when a donkey is placed between two identical haystacks. If the donkey is
perfectly rational (i.e. chooses according to the max EU principle), then it will
not be able to choose between alternatives with equal EUs. Therefore, some
additional mechanism must be involved in choosing, such as a roulette wheel.
Moreover, it has been noticed experimentally that human subjects always ex
press some degree of randomness in their choice behaviour even in situations
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when the choice they make seems irrational according to their previous experi
ence (Myers, Fort , Katz , & Suydam, 1963) . The latest cognitive architectures,
such as ACT-R (Anderson & Lebiere, 1998), use noise in the utility in order
to model the ' imperfect' choice behaviour of humans or animals. Several stud
ies have demonstrated recently that this noisy and 'irr at ional' component of
decision-making may in fact play an important function optimising the be
haviour in stochastic environments (Belavkin & Ritter, 2003).

Another famous and powerful counter example to the theory of rational
choice has been suggested by Allais (1953) (also known as the Allais paradox)
that showed how the theory failed to compute a preference between decisions ,
which on the other hand was obvious to most of the human subjects. One
version of this problem is as follows. Consider a choice between two lotteries:

1. 1/3 chance of winning £300 or 2/3 of not winning anything;

2. A sure win of £100 .

One can easily check that two lotteries have equal expected utilities (£100 ex
actly) . Thus, there should be no preference according to the max EU principle.
However , most of us (about 70%) would prefer the second lottery demonstrating
risk-averse behaviour. Interestingly, when the problem is presented with gains
replaced by losses (i.e. loosing money instead of winning), then the preferences
of subjects also revert, and a risk-taking behaviour is observed. This paradox
has been observed in many experiments using different interpretations. One
of the most famous is the study by Tversky and Kahneman (1974) , and sev
eral theories, such as the framing and prospect theories (Tversky & Kahneman,
1981) , have been proposed to explain these observations. However , most of the
theories do not explain the uncertainty that is always present in preferences
and choice behaviour of subjects.

In this paper, agents that do not use the max EU principle will be con
sidered. Instead, a Monte-Carlo technique will be used to make decisions ran
domly (i.e. by drawing samples from probability distributions) . These methods
will be compared with the more traditional choice strategy by maximising the
EUs of decisions. The performance will be analysed using both direct measures
of performance as well as information theoretic concepts. Thus, the main fo
cus of this work is the effectiveness of different choice methods, especially in
stochastic environments.

A simple decision-theoretic agent architecture and the experimental setup
will be described in the first two sections. The results of the tests will be
reported in the third section. It will be shown experimentally that although
the random methods may lead sometimes to irrational decisions, on average
they perform as good as the rational ones , and often significantly outperform
them.

The concluding section will discuss the results in the view of psychologi
cal evidence as well as the cognitive modelling research . Although resolving
the paradoxes of decision-making, mentioned above, was not the goal of this
study, some interesting observations will be made that may explain the results
observed experimentally.
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2 A Simple Decision-Theoretic Architecture

In this section, the design of a very simple decision-theoretic agent will be out
lined . This agent will be able to explore its environment, learn and improve its
performance according to some criteria. First, let us introduce some notation.

Let X = {Xl " " , xm } be a set of states that an agent can occupy in the
world, and let Z = {Zl' . . . , Zn} be a set of actions that the agent can execute.
Each action can transfer the agent from one state to another: Xj = zk(xd. For
convenience of notation, let us denote the set of new states as Y = {Yl' . . . , Ym}.
Thus, the agent implements a mapping Z : X -? Y. In stochastic environments,
this mapping is not deterministic and can be described by the probability dis
tribution

P(X, Y, Z) = ( PJ' p,lm ) .. . ( PI'
Pml Pm m Pml

": ): ,
P~m

where P~ = P(Xi, Yj, Zk) is the joint probability of transition from X i to Yj by
executing Zk . In Markov decision problems, matrix (p~) is called the transition
model. If the agent has no preference between states of the world or actions,
then a transition to any state is allowed , and distribution P(X,Y, Z) may be
uniform. Let us assume that the agent prefers some states to the others. For
example, an agent may loose energy in state i faster than in i . and therefore
i >- j (where >- denotes binary preference relation) . Thus, agent 's actions
should make transitions to the more preferable states more often.

Traditionally, preferences are expressed by a utility, which is a map from
states to real numbers U : X -? R. Note, however, that the real numbers are,
in fact , not necessary, as only countable sets of states can be ordered by utility.
In this paper, we shall consider the uncertainty about utility to be both due to
the stochastic nature of the world (i.e. objective uncertainty) and due to the
lack of information about its distribution (i.e subjective uncertainty) . Thus,
we follow the Anscombe and Aumann theory.

Because perception is not in the scope of this paper, let us assume that
an agent can ideally recognise the states of the world and which actions it
performs. We also assume that the agent can assess correctly the utility of the
current state.

The associations between states and actions are recorded by the agent's
memory M~, which is a matrix with elements simply counting each transi
tion. The reader should be able to check that after normalisation, the mem
ory Mj~ represents the transition model P(X, Y, Z) . Initially, the memory of
an agent contains no information. In information theoretic terms, this corre
sponds to the maximum of entropy H(X, Y,Z) = E{ -In P(X, Y, Z)}. The
maximum is achieved when P(X,Y, Z) is uniform, and the reader can check
that max H (X, Y, Z) = In(m x m x n) . Note that this information theoretic
approach allows us to avoid the argument of objective and subjective probabil
ities: The prior distribution is defined through the absence of information.
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The agent also has a memory for utilities U(X) of the states it has visited.
This memory also has no information initially (i.e. utilities of all states are
equal) . Because no states are preferred, and all transition probabilities are
equal initially, the agent starts acting completely randomly. By exploring the
world in such a manner, the agent can assess and learn its preferences U(X) (i.e.
which states have been 'better' in the past) . Consequently, some transitions
should become more probable than others, and the entropy H(X, Y, Z) should
decrease as a result of changes in probabilities. This change can be evaluated
by computing mutual information between variables X, Y and Z :

I(X,Y, Z) = H(X) + H(Y) + H(Z) - H(X, Y, Z) ,

where H(X), H(Y) and H(Z) are marginal entropies (i.e. for P(X), P(Y) and
P(Z)), while H(X, Y, Z) is the entropy of joint distribution P(X, Y, Z). If X,
Y and Z are statistically independent, then P(X,Y, Z) = P(X)P(Y)P(Z),
and I(X,Y, Z) = O. Positive values of I(X, Y, Z) mean that an agent has
developed preferences.

Finally, let us consider how the memory of an agent can be optimised in
terms of storage requirements. Suppose that there are several states with
exactly the same utility: 3Xl,X2E X : U(xI) = U(X2). This means that
the agent has no preference between these states. We can reduce the size of
the transition model MJi by considering states only with different utilities:
Y ~ X : Yl -# Y2 ~ U(yI) -# U(Y2) V'Yl,Y2 E Y . The cardinality of set Y
should be the same as of set U, and it is smaller than cardinality of X. By or
dering elements of Y according to U the separate storage for utilities becomes
redundant. In this notation, the transitional model implements the Savage
approach (i.e . actions map from states to utilities) .

In this paper: we shall consider an extreme case when utility divides the
world into two subsets of states: S (successes) and F (failures) . Thus, Y =
{S, F}. Although this is a crude approximation, it is useful to understand the
difference in performance of agents with reduced sets of future states. Note,
that such a binary approach has been already successfully used to model hu
man and animal behaviour. The ACT-R cognitive architecture (Anderson &
Lebiere, 1998), mentioned earlier, uses the notion of successes and failures to re
inforce probabilities of production rules. Many unsupervised and reinforcement
learning algorithms also employ binary reward functions.

In the next section, three methods for choosing an action will be presented.
These methods are the only architectural difference between the three types of
agents tested in this paper.

3 Rational and Irrational Choice

One of the greatest results of probability theory is the relation between condi
tional probability and joint distribution (known as the Bayes formula)

P(X IY, Z) = o:P(X,Y, Z) , (1)
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where 0: is the normalising constant. As has been mentioned earlier , the asso
ciative memory Mi~ of an agent after normalisation represents the joint distri
bution P(X, Y, Z) , which can be used for inference. Indeed, given a transitional
model, we can estimate the probability of future outcomes Yj conditional to the
current state Xi and actions taken Zk.

3.1 The Maximum Expected Utility

The traditional approach to decision-making is to maximise the expected utility
of future states

Zk = arg maxE{U} , where E{U} = '" P(Yj I Xi,Zk)U(Yj)
zkEZ Z::

YjEY

Agents using this approach behave ' rat ionally' always choosing what seems to
be the best action. The first criticism of this method is that there is no way of
choosing an action if expected utilities are equal (and they are at the beginning
when no information is available) . This problem has been mentioned earlier as
the rational donkey paradox. To overcome this limitation, some Gaussian noise
of relatively small variance is usually introduced whi ch corr upt s the expected
utilities by some random values. This approach is used by the ACT-R cognitive
architecture (Anderson & Lebiere, 1998) , and the noise has allowed for mod
elling many experiments on human and animals' choice behaviour . The max
ED agent, described in the experiments below , used randomness only when the
expected utilities were equal. This is equivalent to adding noise of a very small
variance.

Another potential drawback we can notice in this method is that only the
first moments of utility distributions are used (i.e. the expected values of
utilities) . The variance and all other potentially useful characteristics of utility
distributions are ignored. This may explain the lack of exploration in behaviour
of agents using this principle. Indeed, immediately after experiencing the first
success, the agent switches to using only the successful action.

3.2 Random Utility

Although small noise can help agents to resolve some problems, it is not clear
how large should be the variance of noise corrupting the utilities. Moreover ,
studies in cognitive modelling of choice behaviour have suggested recently that
noise variance should be dynamic. It has been proposed by Belavkin and Ritter
(2004) that noise variance should be proportional to the variance of the utility
distributions (i.e. the second moments of their distributions) . This can be
implemented in the following way : Given current state Xi and particular action
Zk, the future state Yj can be drawn randomly from its probability distribution,
which is inferred using the Bayes formula (1) . The utility map U can be used
to asses the utility Uj = U(Yj) of such a random state. An action Zk can be
chosen by maximising Uj for all actions in Z

Zk = arg maxu(Yj) , where Yj f- P(Y I Xi,Zk)
zkEZ
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This method implements choice by random utilities drawn from their proba
bility distributions, and this allows the agent to act randomly when there is
little knowledge about the environment. Indeed, when distributions are close
to uniform, their variances are large and there is no clear preference between
states. On the contrary, when the agent forms strong preferences, the variance
also reduces. Interestingly, this implements a search strategy somewhat similar
to the simulated annealing algorithm (Kirkpatrick, Gelatt , & Vecchi, 1983) ,
because the variance is reducing on average, but it also may increase if the
agent finds itself in a local maxima.

3.3 Random Action

In t his third variation, instead of maximising the utility of future states, the
actions are selected directly from their probability distributions. Indeed, we
can consider the following conditional probability:

P (Z IX , Y) = QP(X, Y, Z)

Given the utility map U , we can always select future st ate vs E Y maximising
the utility (in fact , in our notation Y is a partially ordered set). The action
can be drawn from the probability distribution conditional to the current state
Xi and the maximum utility st ate Ymax

Zk f- P (Z I Xi , Y max ) , where Ymax = arg ma~U(Yj)
YjE}

Again, the agent will choos e actions randomly if the joint distribution is un i
forrn .: If, however , some acti ons lead to the maximum utility state more often,
then after some training t he behaviour should become mor e 'rat ional'.

Although there is an obvious differenc e between the max EU and the random
choice strategies, it is not so clear how different are the last two methods. One
may notice that cardinalities of sets Y and Z are quite different. Thus, the
probability distributions of Y and Z also have different properties and possibly
different rates of convergence.

4 Experiment Description

For the purpose of simplicity, the experiments were conducted with environ
ments of small number of discrete states each of which can have a reward (e.g.
food) or not . T hus, reward of each state is eit her 0 or 1. In the experiments,
described below, a one-dimensional world of only five states has been used.
The agent can also perform only three actions: Stay in the same place, move
left or move right.

In this paper, the utility function does not take into account the length of
sequence, and therefore we do not consider environmental histories. Again, this
is done for simplicity, but the results can be generalised later for utilities that
take into account the length of sequence or time. In fact , such a setup is an
extreme case of decaying utility with zero decay time.
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On each step, the agent records the following information into it s memory:
The transition mt from state Xi to a new state Yj (or utility) using action Zk·

If the agent moves to the state with a reward, then the reward is collected.
The rewards can re-appear at different places of the world either randomly
or according to some pattern. Three different patterns have been used in the
tests:

Random : rewards can occur in any place of the world with equal probability.

Poor : the number of places in the world , where rewards can occur, is smaller
than the number of places without rewards .

Rich : the number of places with rewards is larger than the number of places
without.

The rates, at which the rewards regenerate in the world , can also be changed.
The experiments have been run using several rates of rewards changing from
very low to very high rates.

Two main criteria have been used to measure the performance of the agents:

1. The proportion of rewards collected (i.e. a percentage of rewards collected
out of all rewards that have appeared).

2. The increase of mutual information between states and actions.

In the next section, the results of tests are reported.

5 Results of the Experiments

Figure 1 compares the performance of three decision theoretic agents in com
pletely random (top), poor (middle) and rich (bottom) worlds. The ordinates
on the charts show the percentage of rewards collected by the agents out of
all rewards appearing in identical environments and during the same period of
time. One can see that very similar performance is achieved by all three agents .
For the random pattern (top graph of Figure 1) , because the probability of any
place containing a reward was the same, all agents have collected similar num
ber of rewards. There seems to be a small variation in the performance when
the rate of rewards is the lowest , but this can be explained by the small number
of rewards. For all other rates, the performance of all agents is almost identical.
For the poor (middle) and the rich (bottom) patterns, the number of rewards
collected is greater than for the random world , which indicates that all agents
were able to learn where to expect the rewards.

Interestingly, although the number of rewards collected is very similar, the
behaviour of agents is very different: The max ED agent most of the time
'preferred' to stay in the same place, and therefore collected only those rewards
that appeared in the same place. On the contrary, both random agents have
explored the world more and collected the rewards from different places.
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Figure 1: Proportion of rewards collected as a function of rewards frequency
for random (top) , poor (middle) and rich (bottom) patterns.

One can see that although agents use different t actics for action selection,
their performance in terms of number of rewards is very similar. This is an
interesting result because two of the agents are not using the traditional max
ED principle, and one would expect them to have a disadvantage.

Figure 2 illustrates results of agents with binary representation of future
states (I.e. Y = {S, F} ). One can see the dramatic change in performance:
Agents collected twice as many rewards as the agents with a full set of future
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Figure 2: Proportion of rewards collected as a (unction of rewards frequency
for random (top) , poor (middle) and rich (bottom) patterns.

states. Perhaps, this result can be explained by the smaller size of the transition
model, and hence its ability to learn and re-learn faster .

Furthermore, the charts demonstrate that randomly acting agents have per
formed better than the max EU agent: At low and medium rates of rewards
and rewards occurring according to some regular patterns, the randomly acting
agents have collected almost two times more rewards. This result is due to a
more explorat ive behaviour of random agents as opposed to the max EU agent
that tends to over-exploit some options. Perhaps, in stochastic worlds with
scarce resources, exploration is a more beneficial strategy.

Finally, one may notice that the best performance was demonstrated by the
random utility agent. It is not clear exactly why such a result is observed, but
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Figure 3: Mutual informat ion acquired as a function of rewards frequency for
random (top) , poor (middle) and rich (bottom) patterns.

one reason that may be considered is that these agents used three acti ons (st ay,
move left and right) and two possible utilities (success and failure) . Perhaps,
a smaller cardinality of a set cont ributes to a fast er learning of the probability
distribution over this set. However, this hypothesis is yet to be te st ed .

Figure 3 shows the amount of mutual informat ion LiX ,Y, Z) accumulat ed
in these t ests. One can see that the random utility agent (the one that has the
best performance) has acquired the least amount of information in almost all
cases. Moreover, the charts show that too much mutual information hinders
the performance. Indeed, as was mentioned earlier, positive mutual informa
t ion reflects the amount of preferences formed by the agent . However , excessive
preference to particular st ates or actions may lead to over-exploitation and not
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sufficient exploration, which is not a beneficial strategy in stochastic worlds.
This is particularly well illustrated by the top graphs of Figures 2 and 3 com
paring the performance and mutual information for a completely random world :
The max ED agent has the worst performance, but accumulated more infor
mation than the 'irrational' agents. This result , however, does not reflect the
reality of the world: There is no regular pattern of rewards, and therefore a
preference for a particular state is unnecessary.

6 Discussion

In this paper, methods for choosing actions alternative to the traditional max
imum expected utility have been tested. The simulations, described here,
demonstrated that Monte-Carlo techniques can achieve better performance in
stochastic environments because they facilitate a more explorative strategy.
Moreover, the balance between exploitation and exploration is maintained due
to the characteristics of probability distributions other than the expected val
ues (i.e. moments of higher order than one, such as variance) . In addition, the
simulations showed that the performance can be improved by reducing the size
of the transitional model. This is achieved by considering the set of utilities
instead of the set of future states as in traditional Markov decision models.

The idea of dynamic randomness in decision-making proportional to the
variance of probability distributions has been discussed recently in the cognitive
modelling society: Models that used adaptive dynamic noise in the utilities of
production rules matched better the data from studies on animal learning (see
Belavkin & Ritter, 2003) . The dynamics of noise variance was shown to be
proportional to the entropy associated with the success in the task as well as the
variance of utilities of the rules . The simulations with such a dynamic control
over the uncertainty in decision-making have also achieved better learning and
adaptation of behaviour. These results correspond well to the outcomes of the
simulations reported in this paper.

An interesting question is whether the random utility theory can also ex
plain why people demonstrate clear preferences in situations when the expected
utility theory suggests no preference between decisions, as in the Allais para
dox described in the Introduction. Recall that subjects were asked to choose
between two alternative lotteries (one with only 1/3 chance of winning £300
and another with a sure win of £100) . Although both alternatives had equal
expected utilities of £100, the majority of subjects (about 70%) preferred the
second lottery. This behaviour can be explained by the random utility choice
method, described earlier in this paper. Note that in the first lottery, we should
win nothing two out of three times, while in the second lottery we always win
£100. Thus, according to the random utility method, two out of three times
the random utility of the first option is smaller than that of the second. Re
markably, this proportion also reflects the fact that only about 70% of subjects
choose the second lottery, but not all (see Tversky & Kahneman, 1974) . The
reader may check that the risk-taking behaviour for the reversed version of this
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problem (i.e. loosing money instead of winning) can also be explained in this
fashion .

Although explaining the decision-making paradoxes was not among the
main intentions of this research, it is an int erest ing outcome. It seems that the
random decision-making, as opposed to the expected utility theory, promises
not only a better performance for agent architectures, but also a better theory
for cognitive scientists.
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Abstract

In this paper we discuss how OBDDs (Ordered Binary Decision Dia
grams) can be exploited for the computation of consistency-based di
agnoses in Model-Based Diagnosis . Since it is not always possible to
efficiently encode the whole system model within a single OBDD, we pro
pose to build a set of OBDDs, each one encoding a portion of the original
model. For each portion of the model, we compute an OBDD encoding
the set of local diagnoses; the OBDD encoding global diagnoses is then
obtained by merging all the local-diagnoses OBDDs. Finally, minimal
cardinality diagnoses can be efficiently computed and extracted.
The paper reports formal results about soundness, completeness and com
putational complexity of the proposed algorithm. Thanks to the fact that
encoding diagnoses is in general much simpler than encoding the whole
syst em model, this approach allows for the successful computation of
global diagnoses even if the system model could not be compiled into a
single OBDD. This is exemplified referring to a challenging combinatorial
digital circuit taken from the ISCAS85 benchmark.

1 Introduction

In order to handle the computational complexity of the MBD task and the
potentially exponential number of solutions to diagnostic problems two main
approaches have been followed. The first one aims at reducing the computa
tional burden by limiting the cost of the search for the solutions; examples of
this approach include the use of hierarchical models (e.g. [4]), structure-based
approaches (e.g. [5]) and computation of just the leading diagnoses according
to some preference criteria (e.g. [14]).
Another approach that has recently received attention involves forms of off-line
compilation of the system model that make the run-time search for diagnostic
solutions a computationally inexpensive task. So far most of the attention has
been drawn by the symbolic representation of the search and solution spaces
of diagnostic problems. In particular, there has been a growing interest in the
MBD community for representing both the search and solution spaces sym
bolically through OBDDs ([11], [12], [101, [13]) . OBDDs [81 are a well-known
mathematical tool used in several areas of computing (including AI, see e.g.

317
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[3]) for efficiently representing and manipulating large state spaces . However,
the adoption of OBDDs is not a per se panacea for the MBD task as pointed
out e.g. in [12] ; in particular, the effectiveness of the encoding of the system
model strongly depends on the variable order and in some cases it is hard or
even impossible to avoid the explosion of the OBDD size.
In the present paper we address the problem of computing consistency-based
diagnoses of a complex system when it is not possible or convenient to com
pile the system model with a single OBDD , and therefore the system has to
be partitioned into a set of subsystems. The approach we have taken is based
on the use of OBDDs both for representing the portions of the system model
and for encoding the sets of local and global diagnoses. In particular, for each
portion of the model, we compute an OBDD encoding the set of local diag
noses; the OBDD encoding global diagnoses is then obtained by merging all
the local-diagnoses OBDDs. Finally, minimal-cardinality diagnoses can be ef
ficiently computed and extracted.
The idea of decomposing a complex problem into simpler sub-problems has a
long tradition in AI; solving a problem by decomposition is particularly easy
when the problem can be partitioned into independent (or loosely dependent)
sub-problems so that the global solutions can be (almost) immediately built
from local solutions. Unfortunately, in diagnostic problem solving, it is often
impossible to partition the system model so that the diagnostic sub-problems
do not interact with each other. For this reason, the assembly of global diag
noses from the (possibly very large) sets of local diagnoses is a non-trivial task.
However, thanks to the constraints imposed by the observations on the sys
tem, the OBDD encoding global diagnoses is in general much smaller than the
OBDD encoding the whole system model. By computing the OBDD encoding
global diagnoses without the need of constructing the OBDD for the global
system model, our technique can allow for the successful computation of global
diagnoses even if the system model could not be compiled into a single OBDD.
We shall see that this strongly depends on the quantity and location of the
observations provided with the diagnostic problems.
In this paper we have taken a principled approach by reporting formal results
on soundness, completeness and computational complexity of the proposed al
gorithm. Moreover , we present some heuristics which are able to control (to
some extent) the complexity of encoding the portions of the system model and
of the process of assemblying the global diagnoses.
The effectiveness of the approach is illustrated by applying it to a simplified
model of the propulsion sub-system of a spacecraft as well as to the model of a
combinatorial digital circuit from the ISCAS85 benchmark which is considered
extremely hard to be dealt with OBDDs .

2 Basic Definitions

Short Summary on OBDDs. (see [8] for more details) An OBDD is a for
malism for compactly representing a Boolean function F(Xl, ' " , x n ) . Given a
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total ordering of the Boolean variables Xl, • •• , X n , an OBDD is a rooted DAG
whose nodes include two terminal nodes labelled 0 and 1 and non-terminal
nodes each labelled with one of the Xi variables. Every internal node Xi has
exactly two successors low and high (if Xj is successor of Xi in the DAG then
Xj must follow Xi in the ordering). Every path P from the root to node 1 can
be viewed as an assignment to the variables involved in P (Xi = 1 if high(Xi)
is in P and Xi = 0 if IOW(Xi) is in P) which guarantees that the value of:F is
1. The size of an OBDD is defined as the number of its nodes.
It is known that the OBDD of minimal size is unique for a given function :F
and a fixed variable order VO; we denote with build the operator that, when
applied to :F and VO , returns the canonical OBDD representing :F according
to order VO. While the complexity of the build operator is in the worst case
exponential in the number of variables n , in many cases the size of the OBDD
representing :F is much smaller than 2n .

Manipulations of Boolean functions can be mapped to operations on the OB
DDs which represent them. In particular, binary logical operations can be
performed on OBDDs 0 1 and O2 with the apply operator whose complexity is
0(1011 '102 I); moreover the restrict operator substitutes a constant (i.e. either
oor 1) to a variable in time linear on the size of the OBDD.

Formal Characterization of Diagnostic Problem. The concepts of system
description, diagnostic problem and diagnosis are formalized as follows.

Definition 1 A System Description (SD) is a pair (SV, DT) where:
- SV is a set of discrete system variables partitioned in a subset SVexo of
exogenous variables and a subset SVend of endogenous variables. Set SVexo
is further partitioned in subsets INPUTS (system inputs and commands) and
COMPS (components), while SVend is further partitioned into OBS (obseru
ables) and INTVARS (non-observables); DOM(V) is the finite domain of vari
able V E SV. In particular, for each C E COMPS, DOM(C) contains a set
of behavioural modes, one corresponding to the nominal mode (OK) and the
others to faulty behaviours
- DT (Domain Theory) is a set of propositional logical formulas defined over
SV representing the behaviour of the system (under normal and/or abnormal
conditions)

Definition 2 A diagnostic problem is a S-tuple DP = (SD, OBS, INPUTS)
where SD is the System Description, OBS is an instantiation of OBS variables
and INPUTS is an instantiation of INPUTS variables.

Definition 3 Let DP = ( SD, OBS, INPUTS) be a diagnostic problem .
We say that an instantiation D = {C1(bmd, .. . , Cn(bmn)} of COMPS is a
consistency-based diagnosis for DP iff:

DT U INPUTS U OBS U D 1/ ..l
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3 Encoding the System Description

While OBDDs are a formalism for encoding Boolean functions over Boolean
variables, a System Description is a set of logical formulas over multi-valued
variables.

As shown in [12] , [13] , it is possible to map a System Description into an
OBDD by performing the following steps:
- mapping each multi-valued variable V in SV into a set of Boolean variables
VB
- translating each logical formula occurring in DT to the corresponding Boolean
formula involving just Boolean variables
- building the OBDD ODT which represents the Domain Theory DT as the
conjunction of the OBDDs representing each of the Boolean formulas obtained
in the previous step

As shown in [13], from ODT it is possible to enumerate all the logical models of
DT (i.e. assignments to the SV variables) through a simple function instsetO
in time linear to the number of such logical models .

It is well known from the OBDD literature that a major issue in encoding
a Boolean function with an OBDD concerns the choice of the variable order;
indeed such a choice can have a huge impact on the size of the resulting OBDD
[8] . Moreover it has been shown that the problem of finding an optimal variable
order is NP-hard [2] and for this reason a number of tractable heuristics have
been proposed for selecting a suitable order (e.g. [1]).

In [13] some heuristics have been proposed for dealing with the variable
order problem for encoding System Descriptions with OBDDs. Such heuristics
are based on a System Causal Network N that captures the topology of the
system (in case of component-based models) and the causal relationships (e.g.
input/output) among system variables.
Heuristic 82 from [13] is basically a depth-first search on the System Causal
Network N which orders causes before effects. In the present paper we have
adopted 82 to order the system variables; however, the approach discussed in
this paper could be coupled with other variable order heuristics as well.

Since there is no a-priori guarantee that a System Description can be effi
ciently encoded with an OBDD, it is important to consider different domains
exhibiting different characteristics in terms of number of components, sizes of
the variables domains, system topology.

Example. A first example system model that we consider in this paper
consists in a simplified version of the model of the propulsion system of the
Cassini spacecraft presented in [9] (figure 1).
The model involves 90 multi-valued variables (33 of which represent compo
nents) . In particular, we have modelled a pressurizer helium tank (T1 ) , an
oxidizer tank (T2 ) , a fuel tank (T3 ) , a set of valves (VT and V11 , • • • , V28 ) , two
engines (E1 and E2), pipe join points (J11 , • • . , h2) and pipe split points (81,82 ,

83 , 811 , .. •, 822 ) .

Apart from pipe join and split points that cannot fail, all other components
have fault behavioural modes; in particular we have taken into consideration 1
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Figure 1: Propulsion system.

Figure 2: System Causal Network for the Propulsion system.

fault mode for engines and tanks and 5 fault modes for valves. Valves can be
commanded to be open or closed (depicted in white and black respectively in
figure 1). The Domain Theory for the system contains 740 logical formulas.

Figure 2 shows the System Causal Network N of the propulsion sub-system
and the indexes assigned to its nodes by 82. The graph has a cycle base of
13 cycles, involving up to 18 nodes 1 . Translating the model of the propulsion
system according to the steps above, yields a compact OBDD involving 277
Boolean variables with a size of 4,727 nodes (note that the full truth table for
representing the propulsion system would then require 2277 rows) .D

In [13) we have encoded the model of an industrial plant that is more com
plex than the model of the propulsion system both in terms of number of
multi-valued variables (250 variables, 31 of which represent components) and,
more important, of the topology of the Causal Network (cycle base of 48 cycles

IThe size of t he cycle base is given by m - (n - 1) where m and n are respectively the
number of edges and the number of nodes in N.
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involving up to 14 nodes) . The direct application of the approach yields an
OBDD whose size is about 375,500 nodes; such a size is still manageable with
state-of-the-art OBDD tools , but obviously has a significant impact on the cost
of computing diagnoses.

If we move to the domain of combinatorial digital circuits (in particular, the
ISCAS85 benchmark), it is well known that some of them are so complex that
they have resisted so far to be encoded into a single OBDD [6] . In section 7 we
will consider one of such circuits (namely, c499) and we will show that it can
be successfully diagnosed by applying the partitioning techniques described in
the following sections.

4 Partitioning the Domain Theory

As noted at the end of the previous section, building 0 DT can be practically
inefficient or even impossible for some complex domains. In this section we
discuss how to partition DT into a set of clusters eLll . . ., eLk so that each
eLi is easier to encode than DT. In the followingsections we will then show how
the global system diagnoses can be obtained by combining the local diagnoses
computed for each cluster.

Definition 4 Given a System Description SD = (SV , DT), a partitioning
IIDT of DT is a set {eLl, ... ,eLd s.t.:

DT = U=l .....k eLi and Vi =I j : eLi n eLj = 0

We denote with SVi the subset of System Variables that appear in formulas in
eLi; similarly, for any subset SS of SV (e.g. COMPS) , we denote with SSi its
restriction to the variables that appear in formulas in eLi'
We require that the sets of components COMPSi and COMPSj are disjoint
for i =I j; however in general SVi and SVj, i =I j are not disjoint. We denote
with S'H.nDT the set of variables in SV that are shared by at least two clusters
defined by IIDT .

Given SD = (SV , DT) and a partitioning IIDT = {eLll " " eLk} , it is
possible to encode DT as a set PDT = {OC£l" '" OC£k} (where OC£; is an
OBDD encoding eLi) so that the following property holds:

ODT = apply(/\, OC£k ' apply( .. . apply(/\, Occi, OC£l)))

It is easy to see that the endogenous system variables that are not observable
and are not shared by two or more clusters can be safely forgotten from each
OC£; by existential quantificatlorr' :

Og-£; = ForgetVars(Oc£il SVend. i\(S'H.nDT U OBSi))
In the following, we refer to Offt:.; as reduced OBDD of eLi because of the
cancellation of variables local to the cluster.

Under appropriate conditions, we have a guarantee about the size of Offt:.;,
as stated by the following property.

2Existential quantification of variable B in OBDD 0 consists in computing the restrictions
01 and 00 of 0 with B = 1 and B =0 respectively and then applying the V operator between
01 and 00 .
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1 Function ComputeDiagnoses(pgT' OBS, INPUTS)
2 For i=l To IPgTI
3 ODIAG,i := O~ .
4 ForEach I(val) E iNPUTS
5 ODIAG,i := restrict(ODIAG, i , Ivai»
6 ForEach O(val) E OBS
7 ODIAG,i := restrict(ODIAG ,i , Ovad)
8 Otemp:= 1
9 For i=l To IPgTI
10 Otemp := applyf/v, Otemp , ODIAG,i)
11 ODIAG := ForgetVars(Otemp, S'HnDT)
12 Return ODIAG
13 EndFunction

Figure 3: Computation of Diagnoses

Property 1 If the value of each endogenous variable V is determined by a
subset SVexo,V of the exogenous variables and the variable order is such that
V follows all the variables in SVexo,v , the call to ForgetVarsO leads to an
OBDD O§.c; smaller than Oc.c;.

Example (continued). A possible way of partitioning the model of the
propulsion system is illustrated in figure 1, where three clusters CLI , CL2 and
CL3 have been identified. The set of shared variables S1inDT consists in just 4
variables, namely the outputs of pipe split points 8 2 and 8 3 .

The sizes of the OBDDs Occ; Oc.c2 and Occ; are respectively 220, 1,189 and
1,1893 . The sum of the sizes of Occ; is well below the size of the OBDD ODT

encoding the whole system (2,598 versus 4,727 nodes).O

5 Computing Diagnoses

Computing the Complete Set of Diagnoses as an OBDD. Figure 3
reports a sketch of the diagnostic algorithm; the algorithm receives as inputs
the set of reduced OBDDs P}jT = {O§.c, ' .. . , O§.ck} ' an assignment INPUTS
of the system inputs and an assignment OBS of the system observables.
Each OBDD O§.c; encoding cluster CLi is incrementally constrained with vari
able assignments in INPUTS and OBS by using the standard OBDD operator
restrict.
The resulting OBDDs ODIAG,i are merged through the apply operator (they
are ANDed together) and finally, since diagnoses are defined just in terms of
assignments to COMP8 variables, the variables shared by two or more clusters
are forgotten.

The following theorem states that the algorithm is both correct and com
plete w.r.t. the computation of consistency-based diagnoses 4 .

3The sizes of the reduced OBDDs O~; are respectively 154, 519 and 519.
4The proofs of the properties and theorems stated in this paper are omitted because of

lack of space
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Theorem 1 Let DP = (SD , OBS, INPUTS) be a diagnostic problem, Il DT
be a partitioning of the Domain Theory and pET the set of reduced OBDDs
encoding IlDT.
Algorithm ComputeDiagnosesO invoked with pET' OBS and INPUTS as
arguments computes an OBDD ODIAG s.t. instset(ODIAG) contains all and
only the consistency based diagnoses for DP.

As for the computational complexity of the diagnostic algorithm, the follow
ing results can be directly derived from the computational complexity of the
standard OBDD operators.

Property 2 The time complexity for computing ODIAG, i , i = 1, . .. , IIlDTI is
O~SVendl ·IO~.cil) . Moreover, IODIAG,i/ :::; IO~.cJ

Property 3 The time and space complexity for computing Ot emp from ODIAG ,i,

i = 1, .. . , IIlDTI is O(I11~fTIIODIAG,il).

Moreover, under the assumptions of property 1, IODIAGI :::; IOtemp!.
Computing Preferred Diagnoses. In most diagnostic systems, especially
when t he set of returned diagnoses can be very large, we are interested only
in the preferred diagnoses, according to some particular preference criterion.
Preferred diagnoses can be efficiently computed from ODIAG when the selected
preference criterion is to minimize the number of faults .
The basic idea consists in pre-compiling an OBDD Filter[kJ representing the
set of all assignments to COMPS involving k faults, for each k = 0, .. . ,nj by
filtering the set of all the diagnoses ODIAG with such OBDDs we then deter
mine the sets of diagnoses with k faults.
The set of minimum cardinality diagnoses can be computed by replacing state
ment (12) in function ComputeDiagnoses 0 (figure 3) with the following state
ments:

OPREF = apply(A, ODIAG , Filter[O]); k=l

While (OPREF = 0)

OPREF = apply(A, ODIAG, Filter[k]) ; k = k-l-I

Return OPREF

The algorithm intersects ODIAG with Filter[kJ starting with k = °and stopping
as soon as the result OPREF is not empty.

Figure 4 shows the algorithm to be run offline for computing the complete
set of fault cardinality filters. OBDD Filter[k] represents all and only the
instantiations of COMPS variables containing exactly k faulty components.
OBDD F ilter[O] represents the situation with no fault, i.e. all the components
are in the OK mode. Intuitively, for each instantiation of COMP S represented
in F ilter[k - 1]' Filter[k] substitutes the assignment of the OK mode to a
component O, with all the possible faulty behavioural modes of Cc.

The following result ensures that both the off-line computation of fault
cardinality filters is tractable and that the size of any computed filter is limited.
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I Function ComputeFaultCardinalityFilters(COMPS)
2 n = ICOMPSI
3 Filter[O) = build(C1 ,OK /\ . . . /\ Cn,OK)
4 For k=1 To n
5 Filter[k) = build(O)
6 For i=1 To n
7 Oi = restrict(FILTER[k-I) , Ci,OK)
8 Oi = apply(/\ , Oi, buildf-> Ci ,OK))
9 Filter[k) = apply(V, Filter[k) , Oi)
10 Return Filter[)
11 EndFunction

Figure 4: Computing the Fault Cardinality Filters

Property 4 The time complexity for computing fault cardinality filters is poly
nomial in ICOM PSI . The size of each filter Filter[k], k = 0, ... , ICOMPSI is
O(lCOMPSI 2 ) .

Instead of representing all the assignments to COMPS with exactly k faults,
it may be useful to represent all the assignments with up to k faults. This
can be easily obtained by building an OBDD FilterUpTo[kj as the disjunction
of OBDDs Filter[Oj, ... , Filter[kj. Complexity results similar to the ones of
property 4 hold for the times of computation and sizes of FilterUpTo[kj.

6 Controlling the Problem Size

From properties 2 and 3 it followsthat the complexity of the ComputeDiagnoses ()
algorithm depends on the following main factors:
- the ability of encoding each cluster CLi with an OBDD O~i of reasonable
size
- the ability of reducing the size of each OBDD O~.ci with the restrict opera
tions so that IODIAG,il is significantly smaller than IO~.cil

- the ability of limiting the size of ODIAG w.r.t. the product of the sizes of
ODIAG,i In the following we discuss strategies that aim at dealing with each of
these factors .
Controlling the Sizes of O~.ci and ODIAG,i. A way to control the sizes
of O~.ci consists in duplicating some of the system variables so that the clus
ters become less connected with each other. In the extreme case where enough
variables have been duplicated so that a cluster CLi has become completely dis
connected from the other ones, the variable order heuristic can index variables
in eLi by only considering their relationships within the cluster, and obtain in
general a significantly better local order" .
It is worth noting that, in order to compute the OBDD ODIAG (representing

5In [13) the approach of duplicating a limited number of variables has been successfully
applied to the model of the industrial plant described in section 3, with a significant improve
ment since the OBDD size has dropped from about 375,500 to about 59,000 nodes.
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the global diagnoses) from the OBDDs ODIAG,i (representing the local diag
noses for C.c i ) , one must in general state the equivalence of the duplicated
variables, and this can of course make the size of 0 DIAG grow drastically.
The assertion of equivalence can be completely avoided in case the values of
the duplicated variables are provided with the Diagnostic Problem at hand, i.e.
when the duplicated variables are a subset of INPUTS U OBS. In such a case ,
all the copies of a duplicated variable V are restricted to their known value
during the computation of local diagnoses, so that they disappear before the
construction of ODIAG.

As concerns the sizes of OBDDs ODIAG,i, the reduction obtained w.r.t. the
size of 0&; is strongly influenced by the presence in cluster C.c i of variables be
longing to INPUTS and OBS. While in general an increase of the observability
of the system to be diagnosed has a positive effect on the size of ODIAG,i, the
partitioning criteria should prefer partitions where each cluster contains some
inputs and/or observable variables; in general, the most effective observables
are the ones that are shared by two or more clusters.

Controlling the Size of ODIAGo First of all , note that the upper bound
expressed by property 3 is quite pessimistic since in most cases the merge of
two clusters does not yield an OBDD whose size is the product of their sizes.
However, especially when the degree of observability of the system is very lim
ited (e.g. only system inputs and outputs are observable), it is possible that
the size of 0 DIAG becomes unmanageable.
In such a case, imposing a limit on the cardinality of the diagnoses we are in
terested in can help manage the complexity. If we denote with CARDmax such
a limit, this can be straightforwardly done by adding the following statement
after line (10) within the second For loop in function ComputeDiagnoses 0
(figure 3):

Otemp = applyf A, Otemp, FilterUpTo[CARDm ax ))

Thanks to the limited size of FilterUpTo[CARDmaxl this operation is guaran
teed to be efficient w.r .t . the size of Otemp . The rationale behind this heuristic
is that the number of potential diagnoses drops from exponential to polynomial
w.r .t . ICOMPSI (more precisely it becomes O(ICOMPSICARDmax)) .

It is quite clear that a fine-grained partitioning of DT makes the task of
computing the local diagnoses easier but it may make the computation of the
global diagnoses through the merging of local diagnoses the bottleneck of the
entire diagnostic process. For this reason, the number of clusters should be
limited.
A natural choice consists in partitioning DT in such a way that the clusters
correspond to macro-components/subsystems ofthe device that can be encoded
with OBDDs of reasonable size. Such a choice usually leads to clusters that
exhibit a high degree of internal connectivity and a more limited degree of
connectivity with the other clusters so that the number of shared variables
is not too high. This makes more practical the duplication of a significant
portion of the shared variables; moreover, most of the endogenous variables
can be removed off-line during the creation of OBDDs O{jL;'
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7 Testing the Approach

Very satisfying results have been obtained in diagnosing the propulsion sub
system according to the partition discussed in section 4: even in presence of
3 simultaneous faults, the computation of all the global diagnoses as well as
the preferred ones took just a few milliseconds" . Such results are however
only minor improvements w.r.t. the ones obtained by applying our approach
without partitioning the model since the OBDD encoding the whole system is
extremely compact as reported in section 4.

We have then tested the effectiveness of the approach on a very challenging
problem by considering the model of a combinatorial digital circuit that is
known to be extremely hard to be encoded with OBDDs [6], namely circuit
c499 from the ISCAS85 benchmark. According to the specification provided
by the benchmark in netlist format, we have modelled all the wires of c499 as
components, so that the resulting model has 499 components, 41 system inputs,
32 system outputs and 467 internal variables. The total number of multi-valued
system variables is then 1039.
All the logical gates have three possible behavioural modes : ok, saO (stuck at
0) and sal (stuck at 1), while the wires have either the same three behavioural
modes or just ok and sal.

As expected, the algorithm was unable to encode c499 with a single OBDD
using variable order strategy 82 (we stopped the computation after the OBDD
size reached 3,000,000 nodes). We have then partitioned DT in 5 clusters,
three of which constitute the first macro-component of c499 while the other two
constitute the second macro-component; the total number of variables shared
by the clusters is 96.
After the duplication of the System Inputs, the algorithm was able to encode
the circuit: the total size-ofthe OBDDs encoding the five clusters is just 82,795
nodes and the time needed to compute them is about 8 sec.
Since the model of c499 and strategy 82 satisfy the requirements of property 1,
the off-line elimination of non-shared endogenous variables is guaranteed to
lead to OBDDs of even smaller sizes; after such process (which takes about 8
sec), the total size of the OBDDs drops to 52,267 nodes.

We first tested the ability of the proposed algorithm to actually compute
global diagnoses by means of 10 test cases whose minimal-cardinality diagnoses
involve two faults . In particular, we have run the 10 test cases under different
degrees of observability of the circuit by defining OBS as the following sets":
OUT (only system outputs), 88H (system outputs plus 8 shared variables),
168H (system outputs plus 16 shared variables).
Table 1 reports the average time needed for computing ODIAG and its size
with different degrees of observability. In column UpTo5 we report results
concerning the case where diagnoses with up to 5 faults are represented. It is

60ur implementation of the diagnostic algorithm has been written in Java 2 (JDK 1.4.2)
and run on a laptop machine equipped with Centrino CPU at 1.4GHz and 512MB RAM.
The OBDD functions were provided by the BuDDy C++ package via the JBDD interface.

71n all cases the system inputs were known.
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OBS UpTo5 Complete
time srae t.irne srae

OUT 1,455 474,719 NjA NjA
8SH 601 103,024 1,458 1,161 ,710
16SH 306 22,408 410 366 ,468

Table 1: Statistics for circuit c499 (times in msec).

easy to see that observability plays a major role in determining the efficiency
both in space and time of the diagnostic process. However , it is worth noting
that the diagnostic algorithm is able to successfully solve all the diagnostic
cases even when the observability is set at the minimum (only system inputs
and outputs are known); moreover in such a case the computation of ODIAG

is obtained in less than 1.5 sec.
Significant speed-ups (and reduction in the size of ODIAG) are obtained when
we increase the observability to include 8 and then 16 shared variables",

A further test has been made by considering all possible diagnoses without
putting any limit to the number of faults (see column Complete). It is clear
that the number of possible global diagnoses is extremely large. For the case
where the observability is reduced to just system inputs and outputs, the al
gorithm is unable to compute ODIAG since its size is too large . However, a
slight increase of observability is sufficient to make the diagnostic cases solv
able: for 16 observable shared variables the size of ODIAG is manageable and,
more interesting, each diagnostic case can be solved in less than half a second.

The ability of the algorithm to deal with a large number of simultaneous
faults has been proved by solving cases whose minimal diagnoses involved 5
faults. In some cases the number of minimal cardinality diagnoses exceeded
2,500 different diagnoses; even in such cases , the time needed to compute the
OBDD representing all the minimal cardinality diagnoses was less than 10sec
with observability 8SH.

8 Conclusions

In order to handle the computational complexity of the MBD task and the po
tentially exponential number of solutions to diagnostic problems, an approach
that has recently received attention involves the symbolic representation of the
search and solution spaces of diagnostic problems; so far most of the attention
has been drawn by OBDDs (see e.g. [11],[10]), because of the maturity of
the theoretical analysis on OBDDs as well as the availability of efficient tools
implementing the standard operators.

In the present paper we extend previous work on the diagnosis of static
systems based on OBDDs ([12], [13]) by proposing an approach for dealing
with complex system models through the partitioning of the model into a set
of interacting subsystems. The rationale behind our approach is that, even

8Note that, even with observability 16SH, the sub-problems corresponding to the diag
nosis of the five clusters do not become independent.
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when it is impossible or impractical to encode the system model with a single
OBDD, it can be easier to encode the set of diagnoses, provided enough system
observations are given with the diagnostic problems.

We report formal results on soundness, completeness and computational
complexity of the proposed algorithm. A significant contribution of this analysis
is the identification of some parameters, apart from variable order, which have
a strong impact on the feasibility of solving diagnostic cases with OBDDs; in
particular, we have shown that the degree of observability plays a major role
in keeping under control the size of the OBDDs representing local diagnoses.

It is quite clear that the effectiveness of the proposed approach depends on
the partitioning of the global system as discussed in section 6. An important
source of information for guiding the partitioning is the hierarchical description
of the system in terms of subsystems and components; in fact , this kind of
knowledge allows the domain expert to subdivide the system into meaningful
portions which share a limited number of variables. It is worth noting that
in the domain of digital circuits as the ones in the ISCAS85 benchmark the
knowledge about the hierarchical structure of a circuit is widely available, so
that the partitioning process can take advantage of this knowledge.

Another relevant characteristic of our approach concerns the fact that the
selection of the preferred diagnoses is imposed on global diagnoses, while no
restriction is imposed on the fault cardinality of diagnoses local to each cluster.
The computation of all the local diagnoses instead of just the leading ones
has a strong advantage when we need to perform an incremental diagnosis
by considering several test vectors . In such a case, indeed, the refinement
process can be performed on OBDDs ODIAG ,i which represent the complete
sets of local diagnoses, and the limit on the maximum allowed cardinality of
global diagnoses can be imposed just at the end of the process, when OBDDs
ODIAG,i are merged into ODIAG . This result should be contrasted with the
solutions based on direct computation of leading diagnoses, where efficiency
is obtained by computing only a limited number of diagnoses (the preferred
ones). A significant example of this approach is described in [14] where results
concerning the diagnosis of several ISCAS85 circuits are reported; these results
were obtained by limiting the number of computed leading diagnoses to 10.
Since in this way it is possible to miss the correct solution, [9] has improved
the approach by adding a backtracking mechanism that is triggered when the
arrival of new observations leads to an empty set of solutions; however there is
no guarantee about the number of time instants involved by such backtrackings
and therefore they can potentially be very expensive .

Very recently, other approaches to the symbolic representation of the system
models are emerging . A particularly promising proposal is the one reported in
[7] for the compilation of propositional theories into d-DNNF: for example [7]
reports that circuit c499 has been compiled into a d-DNNF of 2,214,814 edges
(without resorting to model decomposition).

Finally, it would clearly be worth exploring the potential application of the
proposed approach to distributed diagnosis, where several diagnostic agents
compute local diagnoses and a distinguished agent (or supervisor) has the task
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of merging them into globally consistent diagnoses.
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Abstract

There are a number of commercial packages for playing the game of
bridge, and even more papers on possible techniques for improving
the quality of such systems. We examine some of the AI techniques
that have proved successful for implementing bridge playing
systems and discuss how they might be adapted for teaching the
game. We pay particular attention to the issue of incomplete
information and include some of our own research into the subject.

1. Introduction
The world abounds with chess and bridge' packages which can play a game
against a human opponent. In chess, whatever standard players are at, they can
find a system that can play at their level or beyond if they wish to be extended.
Bridge has not had the same success [1].

The question arises, to what extent these packages help new players learn the
game, rather than just providing a means of practising the knowledge and skills
that they have already acquired. A further question is whether games of incomplete
information require special skills which can be developed in specific ways in order
to improve performance, or, at least, to speed up the learning process . In this paper
we address these issues using the game of bridge as an example.

Note that by 'incomplete information' we imply that there are some facts that will
not be known for at least part of the game. Even if players accurately observe and
remember everything that has happened, there is still some information that is
hidden from them, and they need to take this into account when formulating
strategies. In many card games, such as poker, the whole point of the exercise is
that something is hidden, otherwise there would be no contest.

Interestingly, this is not quite the case in bridge, where a novice, and even a good
club player could not guarantee to get an optimal result even if all the cards are
seen. Newspapers and magazines often publish 'double dummy' quizzes which
challenge the reader to achieve a particular result even when all the cards are in

I Terms with which readers who do not play bridge may not be familiar, are
italicised when first used. They are defined in the glossary at the end of this paper.
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view. Some such quizzes can be demanding even for experts. Solving such quizzes
using enumeration techniques is quite beyond humans. Due to combinatorial
explosion, only relatively recently has the solving of such problems become
amenable to computers. Now there is a commercial package called Deep Finesse
[2] which can analyse any double dummy problem.

In a normal game, players do not get the luxury of seeing all the hands. In the first
phase (the auction) they only get to see their own hand of thirteen cards. During
the second phase (the play of the cards), one hand (the dummy) is laid on the table
so that the other three players each get to see this hand plus their own. Gradually,
cards from each of the other hands are revealed.

To aid the process of determining the lie of unknown cards, players can signal to
one another what they have by playing cards in a specific order or by discarding a
particularly high or low card. Experts can manage quite well without even this
degree of help. A famous player, Rixi Markus, once remarked when playing with
another person for the first time, that he should not signal to her since she would
know exactly what he had by the time only a few cards had been played anyway.

The issue of incomplete information is a crucial one . Novices may need to practice
remembering what cards have been played in order to improve their performance.
In the simplest case, as declarer, novices are taught to count how many trumps
have been played, so that they know how many the opponents have left. Obviously
a computer is able to remember exactly what cards have been played, so may be
able to provide some simple help in that regard. However, novices are taught to
reduce their cognitive load by abstracting this information (eg remembering that
three low hearts have been played rather than that they are the 3, 5 and 6 of the
suit, or that the jack of diamonds is the top diamond left rather than the equivalent
information that the ace king and queen of diamonds have all been played).
Occasionally, knowledge of exactly what low cards have been played is essential,
but it is probably too much to ask novices to remember such information.

More advanced players try to mentally record inferences too . In this way, they
build up a picture of opponents' hands which can help them make their own
decisions. The opponents' play may indicate the presence or absence of key cards.

In section two, we consider possible ways in which the approaches used in
intelligent tutoring systems (ITSs) [3] could be applied to bridge. We then look at
what AI techniques have been used for designing and implementing bridge playing
systems and assess how effective they would be in teaching situations.

2. ITS Methods Applied to Bridge
Intelligent tutoring systems take a variety of approaches to teaching by computer.
We now look at some of these, and speculate what these would involve when
teaching the game of bridge. Some of these approaches may be already
incorporated into bridge systems, but many are not. We are not concerned at this
point with how systems could be implemented to provide these features (or even
whether they are feasible with today's technology), but how we might interpret
these teaching methods in the bridge playing context.
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2.1 Learning by Doing

Learning by doing has been a popular method used in teaching systems. Providing
a realistic simulation of an activity with which the learner can interact is usually
less fraught (and, in some cases, less dangerous) than trying the real thing. An
early version of such an approach was taken by Hollan et al in STEAMER [4]
which was used to train operators in the control of the steam propulsion plant of a
large ship. Although the actual operation of the model contained no AI (it was a
straight numerical simulation), expert knowledge of concepts was incorporated
into the graphics. The inclusion of extra dials that, for example, showed the rate of
change of variables, helped the user to understand what was happening. This is
what Hollan et al referred to as 'conceptual fidelity': faithfulness to the expert's
abstract conceptualization of the system rather than to its physical properties.

There are a large number of systems available that allow the user to learn by
doing: by playing a game of bridge against the computer . Although the real thing
is not inherently dangerous, bridge players are not noted for their patience, and a
novice making a lot of mistakes would not be generally welcomed in many bridge
circles. The simulated game on the computer offers a method of learning which is
less frustrating. Generally, the systems present a straight forward depiction of the
cards and the way they are played.

2.2 Coaching

Coaching systems can observe the learner carrying out activities and provide help
and explanations. To be able to achieve this, the system would normally require
some degree of transparency. A common approach in ITSs is to provide logical or
cause-effect models of the domain. As with expert systems, such an approach
enables 'why' or 'how' questions to be answered in a sensible way. See, for
example, the work on qualitative modelling [5, 6].

In a bridge system, such coaching might involve observing the bidding and play of
the novice and being available to provide advice either in an active or passive way.
In either case, the system should be able to provide reasons for actions or bids that
are recommended or otherwise. They are taking the place of a human spectator
who might sit behind a player and whispers advice during or after the playing of a
hand.

2.3 Cognitive Apprenticeship

A slightly different approach to learning is to use cognitive apprenticeship [7].
Here, it is the novice who is the observer, initially, at least. They learn by
observing and then gradually take over aspects of the task. The expert can still
perform some of the trickier parts, providing scaffolding [7]. The parts that the
expert takes over might be ones that novices would not be able to do or might be
parts that just reduce their cognitive load. Gradually, the expert allows users to
take over more and more of the task (fading) until they are doing everything
themselves.
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In bridge playing terms, there are many opportunities for this teaching approach.
Novices might attempt the bidding, leaving the expert to take care of the playing,
for example . Later on, they may attempt to play the cards, too, but have their
cognitive load reduced by having all the cards displayed of all hands (double
dummy). Even leaving the cards that have been played turned upwards (they are
normally turned over so cannot be seen) would be helpful for the beginner.

2.4 Metacognition

Metacognition [8,9] is concerned with 'thinking about one's own thoughts' [8]
when carrying out a task. Associated activities include planning what to do,
monitoring one's own activities, making any necessary adjustments, predicting
outcomes and reflecting upon them, and making revisions after completing a task.
A number of systems have incorporated metacognitive elements, including SICUN
which provides assistance in clinical decision making [10] and Ecolab which helps
primary school children learn about the environment [11,12].

In bridge, we might ask users what card they plan to lead to a contract when
defending. During the play of a hand, users can be asked whether they think that
they will make (or defeat) a contract. They can also be asked whether they are in
an appropriate contract. Afterwards, the system might ask them if they could have
played the contract better, or inquire whether they think they should be in a
different one. They can replay deals or even get the computer to do so. They might
be given a list of techniques that are typically used in playing a contract, and asked
which of those they used, and which they might have used.

3. Game Playing Techniques for Teaching

3.1 Game Tree Search

As with many other games, the most effective methods developed so far for
simulating bridge playing involve game tree searches. It is generally agreed that ,
even using this approach, the best programs currently only perform at the level of
the average club player [13]. There is also a consensus that the main reason for this
is the fact that bridge is a game of incomplete information. As noted earlier, if all
the hands are known then Deep Finesse can playa perfect game .

Thus, if one wished to learn by doing then playing against an expert might seem a
reasonable approach to take. This is not necessarily the case, however. Maybe a
novice needs to learn with fellow novices, not just because they will be more
forgiving, but because slbe may have occasional victories. These are the kind of
successes that would only come infrequently against an expert .

There is another problem with Deep Finesse. It does not follow the rules of the
game but can see all the hands and bases all its analyses on this information.
Basically, it cheats . The main difficulty is that being able to see all hands will have
the consequence that it will make decisions which are counter to what one might
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expect from other information that one has and from the laws of probability. An
example is shown below':

N
• AQ5

W E
.432 .K

S

.75

Here, unless there was compelling evidence to suggest that East had the king of
spades, South's best play is to lead a low card from hand and after West has
played, insert the queen, hoping West has the missing honour. This gives a fifty
percent chance of making most tricks. Deep Finesse however would go for what it
knows is a 100% chance and play the ace straight away since it can see that East
has the singleton king. This kind of play might puzzle and confuse novices, and
could lead them into bad habits.

GIB [1,14] is one of the foremost bridge playing systems currently available and
utilizes a game tree approach both in bidding and playing. Several modifications
have been included to make it more efficient. Since it cannot see all the cards, it
uses monte carlo methods to simulate hundreds of thousands of deals which
conform to the information known about the hands. The play that works with the
most hands is the one that is chosen.

Although GIB has not been designed to employ human strategies and tactics, as
such, it finds good lines of play which often involve the use of techniques that the
average player could clearly recognize. Such techniques usually have well-known
names such as finesse, squeeze or end-play. However, GIB cannot identify them as
such. They are just the best plays that its extensive search recommends.

Since the program would always give reasonable advice and would play and
defend well then it would provide a good environment in which the learner could
learn by doing. However, since, like most game tree systems, it is a black box
approach, it could not be used directly for providing coaching. The novice could
ask for advice part way through a hand and GIB could provide a tip - its own
evaluation of the next play - but justification in terms of statistical payoff function
values would not be helpful to a human.

A framework for apprenticeship learning in which the novice starts by observing
and then gradually carries out some of the tasks (such as bidding or part of the
play) could quite easily be set up using systems such as GIB. Other aids could be
provided. For example, the cards might be left exposed after each trick is played in

2 The four players are identified with the points of the compass. Each plays with
the person opposite so North plays with South and East plays with West. They
are usually abbreviated to N,S,E and W.
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order to reduce the cognitive load. Obviously, hands could be replayed quite
easily. A disconcerting feature of GIB, however, is that its play on a hand may
vary due to the monte carlo approach. It can use different strategies and even win
different numbers of tricks when deals are replayed. If, the user wants to have a
second attempt at playing a deal then this could be confusing.

Again, metacognitive strategies such as those employed in SICUN and ECOLAB
could be added to GIB. As noted previously, there are a number of different ways
we could try to encourage learners to reflect on their play and strategies. It is a
good idea to get students to anticipate what they going to do (planning), get them
to work out part way through whether things are going as expected (monitoring)
and check at the end whether things worked out (reflection). Obviously, these
questions can be posed in any system but it may not be possible to get support
from the system to get coherent answers.

3.2 Planning

In Tignum [13,15], Smith et al use the idea of a decision tree which is then
evaluated to produce a plan for all or part of the game. It differs from the normal
game tree in that branches correspond to recognisable bridge tactics or strategies
for winning tricks. Which ones are investigated depends upon the conditions
satisfied at the particular point in the game. So for example, in one tree there might
be three branches with the labels ' set up hearts', 'take spade finesse' and 'cash all
high cards' . In each sub-tree further sub-tasks are identified for achieving these
goals.

At each stage, tasks are decomposed until primitive tasks that can be carried out
directly are reached. This is based on classical planning schemes such as STRIPS
[16] and NOAH [17] but modified to include multi-agents and uncertainty. The
method had some success and was incorporated into Bridge Baron 8 [13], a
popular commercial bridge playing system. It is a candidate, therefore, for learning
by doing.

It also has strategies and tactics that are readily identifiable by humans. Smith et al
list a number of techniques including finessing, ducking, and setting up ruffs that
would be well-known to bridge players. Other plays such as end-plays and
squeezes can be expressed in terms of the basic procedures. Because of its basic
transparency, turning this into a teaching system would be relatively easy.

Variants of the STRIPS pre-conditions, add and delete operators are used to
determine when strategies and tactics are applicable and what their effects will be.
As described in Kemp and Smith [18] planning type scenarios such as these can
readily be used to provide advice for learners, by telling them what they might do
next, and what their intermediate goals should be. They can also be adapted to
indicate to the user when something is going wrong.

Since Tignum works at the planning level, it should be relatively easy to
incorporate metacognitive techniques: prompting users to encourage them to
consider their plans, monitor their performance and reflect upon what they have
achieved.
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3.3 Logic-based methods

A number of groups have attempted to use a logic-based approach to modelling
bidding and playing in bridge. One interesting approach, employed by Ando and
Uehara [19], examines how an effective system for aiding bidding can be built
using rules which can be both used to determine appropriate bids and to work out
what one can expect from other players' bids.

This is done by expressing the rules in ECLiPSe, a constraint logic programming
language which, unlike Prolog, can handle uninstantiated arithmetic expressions.
This enables a rule to be used to determine what bid should be made, given a hand,
or, alternatively, given a bid, to be able to store information indicating what the
hand likely contains. This is very useful in bidding since one needs to be able to
carry out both types of analysis. Whether it is an opponent or partner who makes a
bid, one needs to be able to assess what values it will indicate.

For example Ando and Uehara give a rule for making an opening bid of one spade
in a bidding system called Goren:

Opening_bid( [1, spade], [[NS,NH,ND,NC], P, LT]) :
NS #>= 5,
P #>= 13, P #< 21,
LT #<= 7, LT#>= 5.

NS,NH, ND, NC denote the number of cards that a hand contains in each of the
four suits, P is the total number of high card points and LT is the losing trick
count. If the hand is known then each of the parameters can be instantiated and a
check made to see if the rule succeeds, by evaluating the right hand side.
Alternatively, if it is known that the bid is one spade then the system can store the
right hand side as an expression that corresponds to the information known about
the hand. Actual values can be determined later.

Bridge players generally use bidding systems, of which Goren is only one of
many. These systems define rules and guidelines for what bids to make in what
circumstances. This enables partnerships to communicate information efficiently
and to set the scene for determining the final contract.

However, these systems are not detailed enough to deal with even a small
proportion of different situations, particularly in a competitive auction where both
sides are bidding . Here, it is often a case of trying to determine what the final
contract might be that will maximize one's gains (or minimize one's losses). Often
the bidding goes outside the scope of the bidding systems and a player has to base
his/her actions on what the profits and losses might be for succeeding or failing in
a contract, taking into account what is known about the partnership and opponent
card holdings. Ando and Uehara have a separate set of rules for dealing with this
kind of situation . They are called 'action rules' which select bids to make
depending upon this knowledge.

The knowledge of the unseen hands comes from analysis of the earlier bidding
rules, and of the later action rules as well, so the system has to build up a model of
not only what it thinks the other players have, but also what the other players think
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it has. Depending upon which parameters are grounded, the action rules can either
be used to determine an action, or to determine what other players possibly have.

This scheme provides an effective way of reaching a good contract but, because of
its transparency, could quite easily form the basis of a coaching system for
teaching bidding. Since the rules can be either used for determining bids or finding
out what bids mean, this information could be conveyed to novices during the
bidding to help them understand not only what the right bid is to make but also
why. They can also be told what it is likely that the opponents have.

Ando and Uehara do not consider the repercussions of their approach to the
playing phase but the two phases are very much interlinked. The more knowledge
players have about the contents of other players' hands the better they can play or
defend a contract. One classic text on defence [20] suggests in the introduction that
any buyers who are not prepared to try to estimate what cards the opponents hold
should take their copy of the book back to the retailer and try to get a refund.

Our work at Massey starts with the premise that an effective bridge tutoring
system needs to be transparent and should be able to justify actions, 'and keep the
student up-to-date with the current situation.

First of all, we needed to have an internal language for representing what is
known. For this we adapted the specification system developed by Hans van
Staveren [21] . He devised a method of describing features of bridge hands which
could be input to a program which generates hands satisfying the criteria. This
involves the use of a number of functions each of which specifies some aspect of
the hand. Our version uses slightly different functions:

hcp(<hand» - total number of high card points in the player's hand

hcpt-chand>, <suit» - total number ofhcps in a given suit in the hand

suitl.engtht'<hand>, <suit» - number of cards in that suit in the hand

hasCard«hand>, <card» - a predicate denoting that the given hand contains
the specified card

Given certain pieces of information about a hand we can often infer further results.
If for example, one piece of information tells us that North's hand has zero to
fifteen points and another piece of information indicates that the hand contains ten
to twenty then we can infer:

hcp(N) E {0..15} 1\ hcp(N) E {10..20} ~hcp(N) E {lOoo15}

There are also various other facts that we know from the properties of the cards
and the rules of the game. For example, all the points must add up to forty , so :

hcp (N ) + hcp ( S ) + hcp ( E ) + hcp ( W ) =40

From the two results above we can infer

hcp ( S ) + hcp ( E ) + hcp (W ) E {25..30}

If we look at the points in individual suits we can make similar kinds of inferences.
For example, a convention called Ogust allows a player to effectively check
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whether their partner has at least two of the top three honours in a suit. If the
answer is positive for the spade suit then we could assert:

hcp(N,.) E {5..10}

and again this could be combined with other known facts, such as that there are
only ten high card points in every suit, to make further assertions.

Another useful property of hands is the length of suits, particularly suits that are
being considered as trumps. For example, a certain bidding system may require
players to have at least five cards in a major suit before they can bid it. If North
opens the bidding with spades then we could make the assumption:

suitLength (N, .) ~ 5

Since there are only thirteen spades in the pack then we can infer that the other
players' combined length in spades is less than 9.

Sometimes the hcp and suitLength functions can be used together. For example, if
we know that South has, at most, two hearts, then South cannot have more than
seven points in the suit (the ace, king). Thus, we can say:

suitLength( S, • ) < 3~ hcp( S, .)::; 7

This can be generalized, of course, over all hands and over all suits:

vh E hands Vs E suits suitLength( h, s ) < 3~ hcp( h, s )::; 7

Other results of a similar nature can be used, as well as complementary ones. For
example, if we know that South has six or more points in a suit then South must
have at least two cards in it.

The hasCard function similarly overlaps with the other functions and helps make
valuable inferences. For example, if we know West has the queen of clubs and
jack of clubs, then s/he has at least two clubs and has at least three high card
points:

hasCard(W,Q,+) 1\ hasCard(W,J,+) ~ hcp(W,+)~3 1\ suitLength(W,+)~2

Again, this and other similar results can be quantified over hands and suits. Good
card players use all this kind of information all the time to help them 'read' the
cards and even novices should start to think along these lines from an early stage.

Any observation can be justified in one of three ways:

A property of the visible hand(s)
An assumption based on a bid by an unseen hand
An inference made based on rules of arithmetic and of the game

What a teaching system can do is generate facts and inferences, storing them in a
graph structure. Each of the 'facts' and inferences will be carefully labelled
showing why they are believed to be correct. These facts can be used for making
bids within the system, either directly via a set of rules, or by using some scheme
of random generation of hands to work out the most likely bids.
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Because of the incomplete information factor , we may have to store more than one
alternati ve interpretation of an action or a bid. There is a well-known conventional
bid in bridge which has a number of variations and is called 'the multi-two
diamonds'. In one version of this convention, an opening bid of two diamonds has
nothing to do with the diamond suit but shows a weak but long major suit. If East
opens with this bid then we may make a note that:

hcp(E)2:6 1\ hcp(E):SlO 1\ (suitLength(E,¥) = 6 v suitLength(E, +) = 6 )

Simple inferencing, substitution and instantiating methods can be used to draw
inferences from these kinds of observations. Alternatively, if we wish to check a
conjecture then we can test whether our current knowledge can substantiate it, or
what piece of information is missing.

Note that, since all quantified statements and functions are over finite domains
they reduce to propositional logic form so theorem proving and checking are
simple .

As observed earlier, the information gleaned during the bidding stage is invaluable
for the actual playing. We have been looking particularly at the help that we can
give novices in deciding upon an opening lead. The opening lead to a contract is
made before dummy's cards are revealed and so the defender has only the contents
of hislher own hand and the inferences from the bidding for guidance. In fact, it is
one of the most crucial decisions a defender has to make, and can make or break a
contract. Several books have been written on this aspect of the game alone . In our
proposed system, learners see their own hand and the bidding that has taken place.
Based on this, they have to decide a lead. First , they are required to think of a lead,
and then they are asked what information they know about the other hands. They
can check this against what the system has inferred from the bidding.

A further problem with incomplete information is that one of our 'facts' may turn
out to be untrue . An opponent may make a bid or play that is inconsistent with
their system, either in error or to deliberately confuse matters. There are whole
books on the art of 'false carding', playing a card which is likely to mislead the
opponents. Computer bridge programs are notoriously vulnerable to
misinformation by the opponents or partner.

All we can do, is say that we can only be definite about the cards that we see in our
hand and the ones that are revealed by other players. Only in special
circumstances, often near the end of play of a hand can any player be absolutely
certain about the positioning of every card. As noted earlier, however, even partial
information can be vital for deciding upon the right bid or play .

For example, using defeasible logic [22] we might express the fact that South will
normally have at least five cards in spades to bid the suit as:

openingBid( S, 1, .)~ suitLength( S, .) 2:5

We choose to believe this statement unless subsequent information contradicts it.
It may be that other information based on this assumption will have to be reviewed
as well . Schemes for updating networks of beliefs are well-known - see for
example Martins' work [23].



341

As with the planning methods, the transparency of the logic techniques makes it
relatively easy to consider a coaching approach where users can be given
information on the likely current situation, why opponents have taken particular
actions and what action they might take.

Metacognitive methods might also be employed in the logic approach. For
example, in Ando and Uehara's system it might be used to keep a note via the
action rules of what the goal contract might be. Also, we can monitor the
behaviour during play, and assess the results at the end since we have a human
friendly trace of decisions and why they were made. We are working on the
problem of providing scaffolding to show students what inferences they should be
able to make. This will help them in their bidding and subsequent play.

4. Conclusion
We have considered various techniques that are used in attempting to get the
computer to playa good game of bridge. Most of them have AI features that take
into account the human player's state of incomplete knowledge. As a result, they
all play games that a human player can follow and appreciate. However, many of
them do not use strategies that a human would understand.

In bridge, as in many other activities, seeing the big picture and being able to relate
to patterns which can be understood and utilized is important. The black box
approach might be very effective for producing top-class bridge playing programs
but has limited value in a teaching environment. Schemes which are perhaps less
effective in real terms but have the transparency to be able to offer advice or
support other teaching and learning approaches appear to have more potential in
providing effective learning environments for those who wish to learn bridge using
a computer.
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Glossary'

Auction - The first part of a deal, where bids are made in order to determine a
contract.

Bid - An undertaking to win at least a specified number of odd tricks in a suit or
with no trumps.

Bidding System - A scheme that a partnership employ to communicate
information to each other about their hands. This is done by giving quite specific
meanings to many of the bids, some of which may be conventional. Commonly
used bidding systems include Acol and Goren .

Bridge - A card game for four players (two per side). Each deal has two phases,
the auction and the play. In the auction, each side competes for the contract. In the
second phase, one player (the declarer) from the side that has made the highest bid
in the auction attempts to make the number of tricks specified in the contract. The
opponents attempt to defeat the contract.

Call - Any bid or pass.

Contract - The undertaking by declarer's side to win, at the denomination named,
the number ofodd tricks specified in the final bid.

Convention - A call, that by partnership agreement, conveys a meaning other than
willingness to play in the denomination named.

Deal - The hands distributed to each player and subsequent bidding and playing.

Declarer - The player who attempts to make the contract bid by hislber side.

Defender - An opponent of the declarer.

Denomination - Either a suit or no trumps .

Dummy - Declarer's partner during the playing part of the deal.

Hand - The cards originally dealt to a player, or the ones slbe has left.

High card points (hcps) - The Work Point Count of a hand.

Honour - Any Ace, King, Queen, Jack or Ten.

Lead - The first card played to a trick.

Losing Trick Count - An alternative method to the Work Point Count method of
estimating the value of a hand. It takes into account the number of tricks the hand
is likely to lose.

Major Suits - Hearts and spades.

Odd Trick - Each trick to be won by declarer's side in excess of six.

Opening Lead - The card that is led to the first trick.

3 Based on [24]
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Partner - The player with whom one plays as a side against the other two players
(partners sit opposite one another).

Pass - A call specifying that a player does not, at that turn, elect to bid.

Play - The second part of a deal when players attempt to win tricks.

Ruff - The playing ofa trump card when one does not have a card of the suit led.

Side - Two players who constitute a partnership against the other two players.

Suit - One of four groups of cards in the pack, each group comprising thirteen
cards and having a characteristic symbol: spades (.), hearts (.), diamonds (.),
clubs (+).

Trick - The unit by which the outcome of the contract is determined, consisting of
four cards, one contributed by each player in rotation, beginning with the lead.

Trump - Each card of the suit (if any) named in the contract.

Work Point Count - the heuristic of evaluating a hand by counting each ace as 4
points, each king as three, each queen as two and each jack as one, and computing
the sum.
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Abstract

Imprecision, indeterminacy and vagueness are all terms which have been studied recently in stud
ies of representations of entities in space and time . The interest has arisen from the fact that in
many cases, precise information about objects in space are not availabl e. In this paper a study of
spatial uncertainty is presenteeand extended to temporal uncertainty. Different types and modes of
uncertainty are identified . A unified framework is presented for the representation and reasoning over
uncertain qualitative domains. The method addresses some of the main limitations of the current
approaches. It is shown to apply to different types of entities with arbitrary complexity with total or
partial uncertainty. The approach is part of a comprehensive research program aimed at developing
a unified complete theory for qualitative spatial and temporal domains.

1 Introduction

The ability to handle a certain level of indeterminacy makes techniques of qualitative spatial reasoning
(QSR) attractive to many application domains [Haa95, FM91, Liu69]. Precise information required in
quantitative methods are sometimes neither available nor needed. For example, "vague" expressions of
place names, locations and spatial relationships may be used in searches over large geographic databases,
where in many cases exact positional information is not available or can't be expressed . Recently, the
rapid development of wireless communication devices and sensor networks enabled the emergence of a
wide variety of applications that require efficient access to and management of dynamic spatia-temporal
data. In many such applications, data are generated at rapid rates and accepting" approximate" data is a
strategy for reducing both data size and associated costs . Recently, there has been an upsurge on explicit
representation of imprecise and indeterminate regions [CDF97]. Current approaches to representation
and reasoning are mostly limited to handling simple entities in both the space and time dimensions.
Proposals are generally extensions of existing approaches for representation in spatial and teporal domains
and therefore tend to carry their limitations.

This paper starts with a study of the notion of qualitative uncertainty. Possible types and modes
of uncertainty are identified . A uniform model of representation in uncertain spaces and time is then
presented and examples are used to demonstrate its validity for random object types. A reasoning
mechanism is proposed and applied for the composition of relations.

Types of Uncertainty Representation and reasoning formalisms for handling "crisp" objects have
been proposed previously. In this work we introduce the different types of uncertainty that may exist in
space and time . The Id temporal domain is considered as a special case of the much richer 3D space.
Hence, in what follows we provide a general view of uncertainty in space . Different spatial attributes
can be associated with an object in 3D space to define, for example, its position, shape, configuration,
orientation, etc . The accuracy of the representation of the object is directly dependent on the values of
those attributes. To precisely define a spatial object, each of its associated properties must hold a unique
value. However, this value may be one of a number of possible and correct values that can be associated
with a spatial property. For example, Eiffel Tower as a place could be defined to be in Europe, in France,
in Paris, or can be described exactly by its (x,y) map grid reference . Hence, spatial uncertainty of objects
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Figure 1: (a) Object extension uncertainty. (b) Configuration uncertainty. (c) Object orientation uncer
tainty

in space occurs when one or more spatial attribute associated with an object holds more than one of a
set of possible values.

Different types of uncertainty can be defined as follows.

Positional uncertainty: where the precise location of an object or one of its constituting components is
not certain. An example from the temporal domain is: "John came back from holiday last month".

Extension uncertainty : where the extent of the object's boundary or the boundary of one of its com
ponents is not certain, as shown in figure lea) . The shaded ring in the figure represents the area
within which the boundary may be found . This type of uncertainty is also applicable in the temporal
domain.

Configuration uncertainty: where the specific components making up a composite spatial object and
their number are not certain. Figure l(b) shows a region with holes where it is not known whether
the component holes are A and B1 or A and B2 • An example of this type of uncertainty in the
temporal domain is: Activity A should overlap or occur during activity B.

Or ient a t ion uncertainty: where the orientation of the object, or the orientation of one of its compo
nents is not certain as shown in figure l(c) . This type of uncertainty is not applicable in the lD
direct ed temporal domain .

Modes of Uncertainty
To illustrate the different modes of uncertainty, examples from the temporal domain are used, for the

sake of simplicity of its one dimensional nature. Two modes of uncertainty can be distinguished, namely,
discrete and rang e. An example of discrete uncertainty is stating that, ''I will arnve at either 10 am or 11
am" . An example of rang e uncertainty, is when the arrival time is defined by a range of ordered values,
for example , "I will arrive between 10:00 am and 11:00 am" . Examples of those modes in space are used
later on in the paper. Note that all types of uncertainty listed above can exist in both the discrete and
range modes.

2 Related work

Three possible models for representing uncertainty in space and time are fuzzy models, probabilistic
models and exact models [ES97, BGOO, BTM02, CM02, DFP96] . With exact models, "existing definitions,
techniques , data stuctures, algorithms need not be redeveloped but modified or simply used .. " [ES97].
"Exact" approaches are generally based on one of two models of representation in space , namely, the
Region-Connection-Calculus (RCC) [CG94, HCOl, RSOl, CDF97, CDF96b, CG94] and the Intersection
based approach [TN, Zha98, TJ, Schul] . They deal mainly with simple convex regions and with range
uncertainty over the boundary of those regions. In the temporal domain, most approaches are based on
the work of Allen ??

In the spatial domain the "egg and yolk" approach [CG96] uses an analogy for defining objects, where
the difference between the egg and the yolk represents a range of uncertainty of the object's boundary.
Different sets of relations have been identified for those objects; 46 relations in [CG96] using first order
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logic and 44 relations using the intersection-based approach [CDF96aJ. Clementini et al [CDF97] added
a further set of 12 relations for representing composite objects with indeterminate boundaries .

Other variations of the above methods have also been used to define the set of relations by considering
the egg and yolk as crisp objects and then considering the combinatoric set of relations between them.
In [HC01], the changes in the egg and yolk were considered for the purpose of defining a spatia-temporal
interpretation of the method , for example, by noting the increase, decrease or the stability of the egg and
yolk respectively.

In the fuzzy approaches, [TN] used an aggregate uncertainty with values of 1.0 and 0.5 concentric
regions of core and support to define the set relations as above. In [Zha98]' the fuzzy set was divided
up into more than 2 concentric regions with values hetween 1 and O. Some works have also addressed
the definition of fuzzy complex regions [SchOll and a degree of belief is assigned based on a ratio of
representation of the characteristic feature, e.g. the area of overlap to the area of one of the objects.
Applications of fuzzy relations has been demonstrated in ITJ] in the domain of guiding autonomous
vehicle motion .

It is worth noting here that as far as known, no work in space has been reported on the other types
of uncertainty, namely, orientation and spatial arrangements. Modes of uncertainty were mainly confined
to range uncertainty and no work has addressed the discrete mode of uncertainty. Also, no methods have
yet been proposed to the composition of relations in uncertain space .

3 Representation of Uncertainty of object Properties

An exact modelling approach is adopted here. In this section a representation scheme for the different
types and modes of spatial and temporal uncertainty is presented . The method is based on and extends
the approach proposed in [BA97] for representing crisp spatial and temporal objects. Figure 2(a) is
an example of the representation of a simple object using this method. Objects of interest and their
embedding space are divided into components according to a required resolution. The connectivity of
those components is explicitly represented . In the decomposition strategy, the complement of the object
in question is considered to be infinite, and the suffix 0, e.g. (xo) is used to represent this component.
Object x in figure 2(a) is composed of three components , namely, Xl ; an areal component representing
the object's interior, X2 ; a linear component representing the object's boundary, and xo, the rest of the
embedding space. In what follows, examples of representation of objects with spatial uncertainty are
given.

3.1 Representation of Object Location uncertainty

Discrete location uncertainty can be represented by placing a copy of the object in each of the possible
values of the uncertain location, as shown in figure 2(b) for spatial and temporal objects respectively. In
the figure, object X is represented by both copies x' and x· . Using the representation scheme as above,
the space containing both copies is represented by the intersection of their respective components . The
intersection of x' and x· is a definite part of the component Xl ' The rest of both x' and x· can be either
Xl or xo, and hence is labelled (Xl V xo) . Similarly, different parts of objects' boundaries can be labelled
according to whether their comprising points are possibly part of either Xl or X2 or Xo as shown in figure
2(c).

If the locations of x' and x" represents the bounds of a range uncertainty as shown in figure 2(d) , the
representation changes to include the boundary as one of the possible components inside the two circles
and between the circles and their tangents as shown. Also, the two points representing certain points on
the boundary X2 do not exist any longer.

3.2 Representation of object extension uncertainty

A decomposition scheme in the case of range uncertainty is shown in figure 3(a) where the boundary X2
of x can exist anywhere between {Xl V X2) and (X2 V xo). It is interesting to note that all related work
on uncertainty of space 0was concerned mainly with range uncertainty over simple convex regions. Note
that if the boundaries of vagueness, i.e. (Xl VX2) and (xo VX2) are not known (opensets) then uncertainty
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Figure 2: (a) Topology of objects represented by components. (b) and (c) Discrete location uncertainty.
(d) Range uncertainty.

in this case is represented as in figure 3(b) where the limiting boundaries are omitted and the object is
represented by two components , XI and xo. This representation is used in [CG96, CDF96a].

An example of discrete uncertainty of object's extension is shown in figure 3(c) where the boundary
can exist either at (XI VX2) or (X2 V xo) . The area in-between must be either XI or X2 '

In the case of a combined location and extension uncertainty the representation in figure 3(d) is used
where there are no assigned regions for XI only.

Partial uncertainty in the case of convex region is represented as in figure 4(a) where part of the
boundary is definite (X2) and the rest is bounded between (XI V X2) and (X2 V xo) . A similar partial
range uncertainty in case of concave object is shown in figure 4(b) where the mode is discrete partial
uncertainty since it's only the boundary of concavity which is under uncertainty.

4 Temporal Uncertainty

The approach presented in this paper can be used to represent uncertainty in the temporal domain. In
figure 8(a), a temporal interval is shown embedded in a directed on-dimensional space, with two semi
infinite lines representing the past P and future F ofthe interval . The interval itself is decomposed into
three components, two points s and e, representing its start and end and an open line d representing its
duration.

Different types of uncertainty can be represented in a similar fashion as before. For example, a
temporal interval with uncertainty over its start and end states is shown in figure 8(b) . An example of
this case is: "the event will start between 9 and 10 and ends between 1 and 2". Similarly , figure 8(c) is
an example of partial discrete uncertainty. Here, the case represented is: "the event will start between 9
and 10 and ends at 1".

The reasoning method proposed can therefore be extended homogeneously to the temporal dimen
sion. Finding a common approach for the representation and reasoning over space and t ime provides an
opportunity for integrating of the temporal dimension in the management of spatial data.
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Figure 3: (a) , (b) , (c) Extent-Discrete uncertainty. (d) Combined location and extension uncertainty
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Figure 4: (a) Partial Extent uncertainty. (b) Partial Extent-Range uncertainty.
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Figure 5: (a) A temporal interval. (b) and (c) Example of temporal intervals with uncertainty.
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Yl Y2 Yo
Xl 0 0 1

Xl V X2 0 0 1
Xl V X2 V Xo 1 1 1

X2V Xo 1 1 1
Xo 1 1 1

(b)

Figure 6: (a) Relationship between a range-uncertain object X and a crisp object Y (b) Corresponding
intersection matrices.

5 Representation of Spatial Relations in Uncertain Spaces

In this section, the representation of the topological relat ions through the intersection of their components
is adopted and generalized for objects with spatial uncertainty. The complete set of spatial relationships
are identified by combinatorial intersection of the components of one space with those of the other space .

If R(x , y) is a relation of interest between objects x and y, and X and Y are the spaces associated
with the objects respectively such that m is the number of components in X and I is the number of
components in Y, then a spatial relation R(x,y) can be represented by one instance of the following
equation :

R(x ,y) XnY

(uXi) n (u yj)
.=1 3=1

(Xl nYl , '" , Xl n Yt,X2 n Yl, ' " , xm nYI)

The intersection Xi nYj can be an empty or a non-empty intersection.The above set of intersections shall
be represented by an intersection matrix, as follows,

R(x ,y) =

Yo Yl Y2 ...
Xo
Xl
X2

Different combinat ions in the intersection matrix can represent different qualitative relations. The set
of valid or sound spatial relationships between objects is dependent on the particular domain studied.

Example: Range Extent Uncertainty Relations
Consider the relat ionship between objects X and Y in figure 6(a). Object X is spatially vague, with

range uncertainty mode. Object y is crisp. The intersection matrix representing the relationship is
shown in 6(b) . The intersection matrix can be rewritten by mapping the components uncertainty into
intersections relation uncertainty between crisp objects in figure 7(a) . On comparing the matrix with the
set of of 8 relations between two simple crisp regions, a different representation of the relation in 6(a)
can be described as a disjunctive set of relations {disjoint V touch.V overlap} as shown in figure 7(b) .
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Figure 7: (a) Mapped intersection relation. (b) Possible relations.

5.1 Representation of Temporal Relations in Uncertain Space

In the above section it was shown how range and discrete uncertainty can be represented using disjunctive
sets of components. In this section, we consider the representation of relations between two uncertain
events where the uncertainty is discrete and partial.

Consider the following scenario: "John arrived at the party between 7pm and 8pm and left at 11:00
pm . Alice arrived either before or after John and left at 10:30 pm ." , Figure 8(80) depicts this scenario in
graphical form and the intersection matrix of the temporal relations is shown in figure 8(b) .

6 Reasoning with Uncertainty

The reasoning approach consists of: a) general constraints to govern the spatial relationships between
objects in space, and b) general rules to propagate relationships between the objects.

6.0.1 General Reasoning Rules

Composition of spatial relations is the process through which the possible relationship(s) between two
object X and z is derived given two relationships: R1 between x and Y and R2 between Y and z: Two
general reasoning rules for the propagation of intersection constraints are presented. The rules are char
acterized by the ability to reason over spatial relationships between objects of arbitrary complexity in any
space dimension . These rules allow for the automatic derivation of the composition (transitivity)tables
between any spatial shapes.

Rule 1: Propagation of Non-Empty Intersections
Let x' = {Xl ,X2, ' " , x m ' } be a subset of the set of components of space X whose total number of

components is m and m' S; m ; x' S;;; X . Let Zl = {Zl, Z2, • • • , Zn'} be a subset of the set of components of
space Z whose total number of components is nand n' S; n j ?! S;;; Z. If Yi is a component of space Y, the
following is a governing rule of interaction for the three spaces X, Y and Z .

(x' ~ Yi) A (Yi ~ Zl)

-t (x' n z' ~ </»

_ (Xl n Zl ~ </> V • • • V Xl n Zn ' ~ </»

A(X2 n Zl ~ </> V . . • V X2 n Zn ' ~ </»

/\ ...
/\(Xm ' n Zl ~ </> V .. . V Xm ' n Zn' ~ </»

The above rule states that if the component Yi in space Y has a positive intersection with every component
from the sets x' and Z/, then each component of the set x' must intersect with at least one component of
the set ?! and vice versa .
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Figure 8: (a) Graphical representation of sample uncertain tem poral events . (b) Correspon ding intersec
tion matrix.
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Figure 9: (a) and (b) Spatial relationships between vague regions X, Y and z: (c) and (d) Corresponding
intersection matrices.

The constraint Xi n Zl 'f </> V Xi n Z2 'f </> . • • V Xi n Zn' 'f </> can be expressed in the intersection
matrix by a label, for example the label c, (r = 1 or 2) in the following matrix indicates Xl n(Z2 UZ4) 'f </>

(Xl has a positive intersection with Z2, or with Z4 or with both) . A - in the matrix indicates that the
intersection is either positive or negative .

~
Rule 1 represents the propagation of non-empty intersections of components in space. A different version
of the rule for the propagation of empty intersections can be stated as follows.

Rule 2 : Propagation of Empty Intersections
Let z' = {Zl, Z2, · · · ,zn'} be a subset of the set of components of space Z whose total number of

components is nand n' < n ; z' C Z . Let y' = {Yl' Y2, ·· · , Y!'} be a subset of the set of components of
space Y whose total number of components is I and I' < I; Y' C Y . Let Xi be a component of the space
X. Then the following is a governing rule for the spaces X, Y and Z.

(Xi!:;; y') A (Y'!:;; z')
-+ (Xin (Z - Zl-Z2 ... -Zn') = </»

6.1 Example: Reasoning with Range Extent Uncertainty

In [CDFOlj , Clementini et al defined a set of 44 possible relations between objects with undetermined
boundaries (range extension uncertainty). In this example, we use two of those relations, shown in figure
9, to demonstrate the composition of spatial relationships in uncertain spaces . In [CDFOl] objects were
represented using three components, of boundary, interior and exterior. Using the proposed representation
methodology above, objects are represented by the three components: {Xl, (Xl V xo),xo} as shown in
figure 3(b) , where the broad boundary is represented by the disjunctive set of possible components. In
this example, X2 is used to represent (Xl Vxo).

The reasoning rules are used to propagate the intersections between the components of objects X and
Z as follows. From rule 1 we have,

• Yl intersections:

{Xl ,X2} ;J Yl A Yl!:;;{zd

Xl n Zl 'f </> A X2 n Zl 'f </>

• Y2 intersections:

{Xl,X2} ;J Y2 A Y2!:;; {Z2, zo}

-+ Xl n (Z2 U Zo)'f </> A X2 n (Z2 U zo) 'f </>
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Figure 10: Possible configurations for the composition in figure 8.

• Yo intersections:

{Xl ,X2,XO} ;) Yo /\ Yo!;;;; {Z2,ZO}

-> Xl n (Z2 Uzo) ¥ 4> 1\ X2 n (Z2 UZo) ¥ 4>

/\ Xon (Z2 U ZO) ¥ 4>

Refining the above constraints, we get the following intersection matrix.

Zl Z2 Zo
Xl 1 al,Cl a2,dl
X2 1 bl ,C2 ~,d2

Xo 0 ? 1

[BA97]

[COF96a]

[BGOO]
[BTM02]

Where al and a2 represent the constraint Xln(Z2 V zo) = 1 and bl and ~ represent the constraint
X2 n(Z2 V ZO) = 1, Cl and C2 represent the constraint Z2 n(Xl V X2) = 1 and dl and d2 represent the
constraint Zo nCXl V X2) = 1 and the? represents (1 V 0). The result matrix corresponds to one of four
possible relationships between X and z, namely numbers 21, 22, 23 and 25, as shown in 10.

Reasoning with temporal uncertainty is handled in a similar way to reasoning in the spatial domain
above, where spatial components are substituted with components in the temporal domain.

7 Conclusions

In this paper, uncertainty in space and time is studied. Four types of spatial uncertainty were identified,
related to the different spatial properties of objects, namely, positional, extension, configuration and
orientation. The first three types are applicable in the temporal domain . The concept of the "mode"
of uncertainty was also introduced. Spatial and temporal uncertainty operates in two different modes,
namely, discrete and range. Related app roached have addressed the range uncertainty mode and were
generally limited to handling simple object types, such as convex regions and intervals. No work has
addressed the problem of reasoning with uncertainty. In this paper, an exact approach to the represen
tation of uncertain space is proposed. The model is flexible and handles the different types and modes
of uncertainty homogeneously. The approach can also be used is situations of partial uncertainty of
objects and relations . The representation method is complemented with a general reasoning formalism
to propagate different types of relations in uncertain spaces. Extending of the method to the temporal
dimension has also been demonstrated. Work is in progress for further developing the methods and their
realisation for spatio-temporal domains .
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